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1 What's new

1.1 Product improvements history

1

.1.1 Version 5.0

Representing the new web portal - web based graphical user interface.

.1.2 Version 4.1

GUI -
m Rebranding the product to Acronis Cloud Manager

.1.3 Version 4.0

Installation -

m Ability to select self-signed or custom certificates as an additional step when installing

management service
Datastore -
m Auto Discovery of datastores
Jobs -
m Recording of login and log off events
m Recording of console upgrades
m Delete option is disabled
m Disk copy percentage in the jobs view
= Dock/pin panel
Monitoring/Alerts
m Dynamic optimization event alerts
m Exporting alerts to syslog
Azure Management/Administration

m RBAC Feature to disable Azure & commands for tenants

.1.4 Version 3.3

Reporting/Dashboard -

= New System Status Report - PDF output
m New look for Zombie VMs report

m Ability to schedule PDF Reports

REST API Support -

= VM Management/Monitoring/Reporting/Backup/SDN/Administration

Management -



m Loading time Improvements

m Cluster to Cluster VM migration

m |Inspect Virtual Hard Disk

m Support Anti Affinity Rules In Failover Cluster

1.1.5 Version 3.2

= Monitoring -
m VM CPU Usage - VM Level monitoring shows Guest CPU usage.
m Host Memory Usage - Total Memory Used By VM's and Total Memory used by OS Partition.
m Host CPU Usage - This is the amount of CPU that the Hosts are using for Hyper-V, we will also
show the total CPU % the operating system is using the host.

m Reporting - Custom Report Timeframe - Allows user to change the timeframe to generate, first
start to more customizable reports.

= Management -

m MAC Address Pools - Enterprise or Multi-Site clients can now use custom MAC address pools.

m Replication Failure Notices - generates alerts and emails on Replication status and failures.

m Current VMQ Status - shows the status of the virtual machine queue (VMQ) properties of VMQ-
capable network adapters. VMQ is a scaling networking technology for switch that hashes
incoming packets based on the destination MAC address.

m Checkpointsin Grid - In the grid view of management pane the checkpoints on a given VM are
shown.

= Turn Off Warning - When VM is turned off, a warning about taking this action will now be
shown.

m Custom Column Saving - If users make changes to the grids in CM, these custom changes are
saved now.

m Settings Button on RDP Screen - Added a Settings button on the RDP screen for quick access to
VM settings.

Backup -

m No VSS Backup - Optional ability to bypass VSS for OS Windows 2016 when running backups.

m Backup Failure Notifications - New alerts and notifications on backup progress, success and
failures. Includes email alert options.

Installer - Links to Evolve - Links to evolve are now added to the installer, quick access to help.

Licensing - TCP port 8443 added for easier registrations in closed and NAT environments.

m SDN-

= VLAN and VXLAN networks management - Create and manage Datacenter networks or isolated
Tenant networks.

m Datacenter Firewall (ACL rules) - Create and manage access rules for North-South and East-West
traffic in Datacenter or Tenant networks.

m Load balancing in VXLAN and VLAN networks - Create and manage load balancers for
Datacenter networks or isolated Tenant network.



m Reduce cost of implementing LB features, replace NLB.

m Backup / Restore - Backup and Restore SDN settings.

1.1.6 Version 3.1

m |nitial Windows Server 2019 Support

m  Multiple migrate operations - select multiple virtual machines at once for live migration

m Extended live migration settings - set the max number of simultaneous live migrations and storage
migrations

= Run optimizer on demand - Option to run optimizer on demand, even out the load over the
cluster (manual optimization)

m Built in failover cluster load balancing - If the host is running Windows 2016, give the option to
enable or disable built-in failover clustering load balancing to avoid issues with the dynamic
optimizer

= VM replication into Azure

m Syslog integration - ability to export log files

= Reporting - Introduction of the new plugin for VM lifecycle management - reporting of the various
resources high/low utilization by virtual machines during last 30 days period and ability to export it
in different output formats (PDF, PNG, XLSX)

1.1.7 Version 3.0

m Azure Management - 5nine Cloud Manager 3.0 introduces the new plugin designed to control
Microsoft Azure subscriptions from its GUI. Basic operations with Azure virtual machines are
currently available - create, edit, delete etc. Import VM from Hyper-V to Azure action is also
implemented. Please refer to “Azure Management” section below for details.

m Active Directory Enhancements
m Upgrade Agent Management

m Upgrading remote agents deployed in different networks/domains
m Backup Wizard Enhancements

m Log file Enhancements

1.1.8 Version 2.2

m Messaging Broker service update - Multi-protocol open source messaging broker and Erlang
components are upgraded the latest 3.7.4 version
s UX/Ul Improvements
m Unite resource-based and event-based monitoring alert settings
Resource-based and event-based monitoring alerts are united in a single wizard
m Management Service Upgrade
All previous settings are shown including passwords.
m Add Descriptions to All Wizards
Where necessary detailed descriptions of the objects were added: category, credentials, etc.



m Hide logical view for users
Only Cloud Manager administrators can view logical the view tab in the object tree.

Backup Wizard Enhancements

» Ability to create backup job for a group of objects.

m Users are not allowed to edit backup jobs that were created by administrators.

m Backup wizard texts are reworded and validated.

Active Directory Enhancements

m User/group AD browse dialog
When adding Windows user credentials, a username does not have to be entered manually. AD
browse dialog is used instead.

= Ability to create a user group mapped to AD
New type of user group is introduced: domain user group. Domain user group automatically
synchronizes its users with the corresponding AD group. You can set permissions for the group
and as soon as a user is added to the AD group they start having corresponding permissions in
Cloud Manager

SDN deployment - Basic Virtual Network Controller Support: a user can enter major SDN

parameters and then special deployment scripts run deploying SDN infrastructure. Improvements

include:

m Create, Read, Update and Delete operations are implemented for the following SDN objects:
Logical networks, Virtual networks, Network interfaces, Virtual Switches, Servers, NC Credentials.

m Read operation is implemented for the following SDN objects: Load balancers, MAC Address
Pools.



2 Introduction

2.1 Summary

Acronis Cloud Manager is a solution designed to help organizations efficiently manage Microsoft
Hyper-V and Azure private and hybrid clouds. It provides multi-tenancy and role-based access control
providing fine-grained control over virtualization hosts, networking and other resources to create and
deploy Hyper-V and Azure virtual machines. The product has the following features:

m Easy-to-use and intuitive design for new or experienced Hyper-V admins.

m Hyper-V management in different Windows Server versions - 2019 /2016 /2012 R2 -from a
single console.

m  Microsoft Azure subscriptions management from a local console.

m Centralized monitoring for Hyper-V hosts and all virtualized resources.

m Consolidate data of resources utilization by virtual machines for the last month (reporting).

m Software defined network management and deployment.

m Backup and DR capabilities for virtual machines.

2.2 System architecture

Acronis Cloud Manager is a modular solution that lets you build a scalable infrastructure for
environments of different sizes and configuration. The installation package of Acronis Cloud Manager
includes a set of components:

m Management server - Windows service that coordinates all operations performed by Acronis Cloud
Manager.

m Management database - is used by the management server to store data about the Hyper-V
infrastructure, jobs, users and so on. The database instance can be located on a SQL Server
installed either locally (on the same machine where the management server is running) or
remotely.

m Management console - provides the application user interface and allows user access to all
features.

m Host agent - responsible for performing all commands from management server on a Hyper-V
host. This component must be installed on every Hyper-V server managed by Acronis Cloud
Manager.

m  Multi-protocol open source messaging broker (59MgmtSvcRmq) —-open source message broker
software that implements the advanced message queuing protocol (AMQP). The 59MgmtSvcRmq
service is written in the Erlang programming language and is built on the open telecom platform
framework for clustering and failover.

You can co-install all components on the same machine, physical or virtual, or you can set them up
separately for a more scalable approach. Advanced message queuing protocol (AMQP) is used as a
message-oriented middleware for the communication between the management server and the host



agents. HTTPS protocol is used for the communication between the console and the management

server.
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Figure 1 - Acronis Cloud Manager architecture

2.3 Plugins

Cloud Manager consists of the following plugins:
= Hyper-V Management

= Azure Management

= Hyper-V Monitoring

= Hyper-V Reporting

m Administration

m Hyper-V Backup and DR

m Software defined network (SDN) Management

Acronis



3 Deployment and configuration

3.1 System requirements

3.1.1 Acronis Cloud Manager server

Component Requirement

CPU: modern x64 processor 4 cores minimum

Memory: 8 GB RAM minimum, 16 GB RAM recommended
Hardware

Hard disk space: 300 MB for product installation and sufficient disk space for Microsoft SQL
Server and Acronis Cloud Manager database

Only 64-bit versions of the following operating systems are supported:

m  Microsoft Windows Server 2019
m  Microsoft Windows Server 2016
= Microsoft Windows 10

0S

= Microsoft Windows 8.1
»  Microsoft Windows Server 2012 R2

m  Microsoft .NET framework 4.6.2 or later
m  Microsoft Visual C++ 2015 redistributable update 3

Software

Microsoft SQL Server (Full and Express):

m Microsoft SQL Server 2017
m  Microsoft SQL Server 2016 (SP1)
m Microsoft SQL Server 2014 (SP2)

Database
For production deployment of Acronis Cloud Manager server, it is recommended to use
Microsoft SQL Server Standard Edition or higher.

5671 for messaging broker communication - can be changed during setup
Ports
16080 for communication to management console

Internet Internet connection is necessary for license activation

3.1.2 Acronis Cloud Manager console

Component Requirement
CPU: modern x64 processor 2 cores minimum.
Hardware Memory: 2 GB RAM recommended.

Hard disk space: 200 MB for product installation

oS Only 64-bit versions of the following operating systems are supported:



Component

Software

Ports

Requirement

m  Microsoft Windows Server 2019

m  Microsoft Windows Server 2016

m  Microsoft Windows 10

m  Microsoft Windows 8.1

m  Microsoft Windows Server 2012 R2

m  Microsoft .NET framework 4.6.2 or later
m Microsoft Visual C++ 2015 redistributable update 3

16080 - communication to management server

443 - communication to Microsoft Azure

3.1.3 Acronis Cloud Manager host agent

Component

Hardware

(O

Software

Ports

Requirement
CPU: modern x64 processor 4 cores minimum
Memory: 8 GB RAM minimum, 16 GB RAM recommended
Hard disk space: 300 MB for product installation
Only 64-bit versions of the following operating systems are supported:

m  Microsoft Windows Server 2019

= Microsoft Windows Server 2016

m  Microsoft Windows 10

= Microsoft Windows 8.1

m  Microsoft Windows Server 2012 R2

m  Microsoft .NET framework 4.6.2 or later
m  Microsoft Visual C++ 2015 redistributable update 3

5671 for messaging broker communication - can be changed during setup

3.1.4 Acronis Cloud Manager web portal

Component

Hardware

Requirement
Hyper-V virtual machine:
CPU: modern x64 processor 4 cores minimum
Memory: 8 GB RAM minimum

VHD: 2 GB



Component Requirement

oS Ubuntu 18.04!
Software Acronis Cloud Manager web portal components (pre-installed)
Ports 443

3.2 Licensing

Acronis Cloud Manager has two separate types of licenses - general one for Hyper-V management,
including all its features and the license for Azure management.

Hyper-V management part is licensed per-core. Minimal license set for a Hyper-V host is 16 cores.

Azure management part is licensed per VM. Initially, a free license is installed by default, which
includes quota for a maximum number of 5 virtual machines from the cloud. Azure license is installed
and works separately on a global level and for each tenant. Default 5 VM licenses are only available to
global users.

Acronis offers the following types of licenses for Acronis Cloud Manager:

“Paid subscription license” -a full license that expires at the end of the subscription term. The
subscription license term is normally 1-3 years from the date of license issue.

“Trial license” - a full license that can be used for product evaluation. The trial license is valid for 14
days from the moment of product download and contains 100 core limit.

“NFR license” — a full license that can be used for product demonstration, training and education.
The person to whom the license is provided agrees that the license is not for resell or commercial use.

Information about licenses is available in the Home tab, available in every plugin.

10S Ubuntu 18.04 and Acronis Cloud Manager web portal components are pre-installed on the VHD delivered with
the setup archive.



Acronis Cloud Manager

©

0 Info Add License .
d Install and activate license Acronis Cloud Manager 5.0.20303.1
W Notifications © 2020 Acronis International GmbH,
Export Log Files for Support
Q Collect logs from console, management and agents
© Exit Application Expiration Date = | Instances ‘Typa | state
Era 2 4 Azure: used 5 out of 5 VMs
ﬂ Let us know if you need help or how we can make
our compaonents better 10/29/2021 10:5457 AM 5 VMs Free oK
Getting Started 4 HyperV: used 16 out of 48 Cores
{') See what's new and find resources to help you learn 2/12/2021 8:49:36 PM 48 Cores Full oK
A the basics quickly

3.3 Installation

Acronis Cloud Manager installation package represented in two options:

m Separate bootstrap application - including Acronis Cloud Manager components and links to
documentation and online virtual labs to test pre-configured product.

m Setup package in ISO format - including Acronis Cloud Manager components both in bootstrap
application and separate Windows Installation Package (.msi) files and prerequisites - Microsoft
SQL Express and .NET 4.6.2.

To install Acronis Cloud Manager, using bootstrap application, run the Setup.exe application from the
downloaded Acronis Cloud Manager archive (or from ISO setup package):

15 Copyright © Acronis International GmbH, 2003-2020




Acronis Cloud Manager Setup

Install

aﬁ Acronis Management Service

This component should be installed on the VM or host that

will be set as a management server to manage the entire
Windows Server/Hyper-V/Cloud environment,

Cloud Manager

Acronis Management Console

v
I

Acronis Cloud Manager is a solution designed to help Install

organizations efficiently manage Microsoft Hyper-V and

Hybrid Clouds. It provides multitenancy and role based This component should be installed on the YM(s) or Host(s)
access control providing fine-grained control over that will be used by administrators to manage the Hyper-V

. . ) and Cloud infrastructure,
virtualization hosts, networking and other resources to

create and deploy Hyper-V and Azure virtual machines.

Acronis Manager Host Agent
Install

A

This component should be installed on each of the managed
Hyper-V host(s)/cluster node(s).

Documentation Virtual Labs

= International GmbH. 2020. All rights reserved

All 3 components can be installed from this bootstrap setup, but it must be run locally on each
machine.

To install Acronis Cloud Manager from 1SO, using either separate .msi files or similar bootstrap
application, mount the Acronis Cloud Manager iso installation file and run the corresponding .msi file
from its subfolders (Management, Console and Agent) or setup.exe bootstrap application.

It is generally not necessary to install Host Agent component from bootstrap setup or a separate .msi
file. It can be installed automatically from the Acronis Cloud Manager console when adding servers.

3.3.1 Management service setup

1. Torun management service setup, select the first component in the bootstrap setup list and press
the Install button or run managementservice.setup.msi from the Management setup 1SO
folder. The following window will be shown. Some steps will differ when installing this component



from ISO. Press Next:

j‘% Acronis Cloud Manager Management Service Setup — >

ACI’OOI; Welcome to the Acronis Cloud Manager
( inage Management Service Setup Wizard

The Setup Wizard will install Acronis Cloud Manager
Management Service an your computer, Click Mext to
continue or Cancel to exit the Setup Wizard.

Back Cancel

2. The Acronis software end user license agreement will appear.
Read and accept it, then press Next:

jﬁ Acronis Cleud Manager Management Service Setup — >
End-User License Agreement
Pleasze read the following license agreement carefully
DATE OF LAST UPDATE: 20 February 2020 s
ACRONIS

SOFTWARE LICENSE AGRFEMENT

THIS SOFTWARE LICENSE AGREEMENT (“AGREEMENT" OR “EULA™)
GOVERNS THE USE OF THE ACRONIS SOFTWARE (“SOFTWARE™).
ACRONIS INTERNATIONAL GMBH (“ACRONIS™ OR “LICENSOR™) IS
WILLING TO LICENSE THE SOFTWARE TO YOU AS AN INDIVIDUAL OR
LEGAL ENTITY (“LICENSEE” OR “YOU™), AND IF APPLICABLE TO YOUR
SOFTWARE LICENSE, TO PROVIDE YOU WITH SUPPORT AND
MAINTENANCE SERVICES (“SERVICES™), PROVIDED, AND ONLY ON v

[+ accept the terms in the License Agreement

Print Back Cancel




Note

When installing this component from ISO, the prerequisites check will be done in the background
and the setup will install the corresponding missing Microsoft components in silent mode.

3. Select the plug-ins you want to use and press Next:

18

ﬁ Acronis Cloud Manager Management Service Setup — et

Select Features
Select the way you want features to be installed.

A

Click the icons in the tree below to change the way features will be installed.

Manitoring
Azure
Backup
SDM

Hyper-¥ Management

Installs Acronis Cloud Manager
Management Service

This feature requires 271ME on
your hard drive, It has 5of 5
subfeatures selected, The
subfeatures require 248MB on your
hard drive.

Browse...

Reset Disk Usage

Copyright © Acronis International GmbH, 2003-2020



If you are performing an upgrade from a previous version, select the upgrade options:

ﬁ Acronis Cloud Manager Management Service Setup = >

Update Settings Mode Q

Define whether you need to keep previous installation settings or set the new values,

If you need to keep the configuration from the previous installation, select "Use previous settings”,
Otherwise, select "Change settings”.

@ Use previous settings
() Change settings

m Use previous settings: all installation existing settings will be kept, except asking you to confirm
the service logon for the management service credentials (domain\user).

m Change settings: all credential settings can be changed without the need of uninstalling the
management service

5. Select the destination folder for Acronis Cloud Manager
management service and press Next:



ﬁ Acronis Cloud Manager Management Service Setup — >
Destination Folder
Click Mext to install to the default folder or dick Change to choose another.

Install Acronis Cloud Manager Management Service to:

IC:\Prugram FileshAcronis\Acronis Cloud Manager Management Servicel,

Change...

6. Select one of certificate configuration options:

ﬁ Acronis Cloud Manager Management Service Setup — =

Define Certificate Q

Select the certificate:

(®) Self Signed Certificate
() Existing Certificate

Path: | Browse

Password: ||

m Self Signed Certificate - Acronis Cloud Manager will automatically install self-signed certificate
during management service setup;

20 Copyright © Acronis International GmbH, 2003-2020



m Existing Certificate - you will have to browse and select pre-configured existing certificate, then
enter the password.

7. Provide user credentials for the user that will run management service and press Next:

ﬁ Acronis Cloud Manager Management Service Setup — et

Define Usar Q

Install the Acronis Cloud Manager Management Service under

() Local system
(@) Uger
Login : IDE'I.-"n,EninE
PESSWI:Ird = || FEERERRRRRERER

21 Copyright © Acronis International GmbH, 2003-2020



8. Applicable to ISO installer only: choose, which SQL server to use for database placement:

@Acrnnis Cloud Manager Management Service Setup >
S5QL Server instance c

Choose SGL Server Instance:

() Install new instance of SQL Server
Select this option, if you need setup to install Microsoft SQL Server 2016 Express locally,

on the computer where you are installing the management service.

(® Use existing instance of SGL Server
Select this option, if you intend to use an existing local or remote Microsoft SGL

Server instance.

Back Cancel

= Install new instance of SQL Server - setup will automatically initiate free Microsoft
SQLEXPRESS® server installation onto the local machine. Make sure in advance that there is
enough of free space on the local disk and all prerequisites for Microsoft SQLEXPRESS® server
installation are met.

m Use existing instance of SQL Server - you will be asked to select any of existing MS SQL® or
MS SQLEXPRESS® servers available in your environment at the following installation steps.

9. Select database server and set authentication method:

= Windows Authentication - can be selected if the user has been granted the necessary
permissions on the selected SQL Server;

m SQL Authentication - use a specific SQL Server account (sa for example) and enter the relevant
password.



Press Next:

ﬁ Acronis Cloud Manager Management Service Setup

Deafine M5 SQL Database

Database Server: | {local)

(®) Windows authentication
() 50L authentication

Mame : |sa

Password |

Back

Cancel

10. Specify job messaging queuing (broker) configuration parameters and TLS options, and then press

Next:

Communication Settings

ﬁ Acronis Cloud Manager Management Service Setup

Specify job messaging queuing configuration parameters

bt

A

Login: Iadmin

Password: || TIIY

Confirm password: || sease

Port: |5671

Address: IEnineMgr.deu. Snine. com
(Mo TLS

(® TLS51.0, TLS1.1and TLS1.2

(ITLS1.2 only

Back

Cancel

23
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TLS option depends on your environment’s specific requirements. In most cases, the second (default)
option that includes TLS 1.0, 1.1 and 1.2 compatibility is the proper choice.

11. Provide master administrator's credentials to connect to management console without active

directory login for example.
The default username is admin for the first global administrator that you will need to use to login
into the console for the first time. It is strongly recommended that alternate credentials are set for

security.

ﬂ Acronis Cloud Manager Management Service Setup — =

Administrator's Credentials Q

Set custom credentials for user with administrative privileges for Acronis Cloud Manager.
You will need to use these credentials in management console when connecting to Acronis ...

Loagin |a-:|min

Password || [ TTTT] |

Confirm password || seew |
Click Next.

24 Copyright © Acronis International GmbH, 2003-2020



12. Click Install to start installation:

j‘% Acronis Cloud Manager Management Service Setup — >

Ready to install Acronis Cloud Manager Management Service A

Click Install to begin the installation. Clidk Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

Back | Install Cancel

13. Click Finish when installation is complete:

jﬁ Acronis Cloud Manager Management Service Setup — et

Acmr_”_s Completed the Acronis Cloud Manager
( inager Management Service Setup Wizard

Click the Finish button to exit the Setup Wizard.,

(]
o
[ ]
m




3.3.2 Console setup

1. Torun console setup, select the second component in the bootstrap setup list and press the
Install button or run console.setup.msi from the Console setup ISO folder. The following
window will be shown. Click Next:

jﬁ Acronis Cloud Manager Console Setup — et

Acronis Welcome to the Acronis Cloud Manager
( Manager Console Setup Wizard

The Setup Wizard will install Acronis Cloud Manager Console
on your computer, Click Mext to continue or Cancel to exit
the Setup Wizard,

Back Cancel

2. The Acronis software end user license agreement will appear.
Read and accept it, then press Next:



ﬁ Acronis Cloud Manager Console Setup

End-User License Agreement

Flease read the following license agreement carefully A

DATE OF LAST UPDATE: 20 February 2020

ACRONIS

[] I accept the terms in the License Agreement

Print Back Cancel

SOFTWARE LICENSE AGERFFMENT

THIS SOFTWARE LICENSE AGRFFMENT
GOVERNS THE USE OF THE ACRONIS SOFTWARE (“SOFTWARE™).
ACRONIS INTERNATIONAL GMBH (“ACRONIS™ OR “LICENSOR™) I3
WILLING TO LICENSE THE SOFTWARE TO YOU AS AN INDIVIDUAL OR
LEGAL ENTITY (“LICENSEE" OR “YOU™), AND IF APPLICABLE TO YOUR
SOFTWARE LICENSE, TO PROVIDE YOU WITH SUPPORT AND
MAINTENANCE SERVICES (“SERVICES™), PROVIDED, AND ONLY ON v

“AGREEMENT™ OR “EULA™)

3. Select the plugins you want to use and press Next:

27

ﬁ Acronis Cloud Manager Console Setup

Select Features
Select the way you want features to be installed.

Click the icons in the tree below to change the way features will be installed.

......... i=3 ~ | Console.HyperyPlugin
......... =) ~ | Consale. AzurePlugin
......... =) ~| Console. AdministrationP|
--------- =) ~| Console. MonitoringPlugir
......... =l ~ | Console.ReportingPlugin
......... =) ~| Console BadkupPlugin
......... =3 ~ | Consale.SDNPlugin

Reset Disk Usage

A

Installs Acronis Cloud Manager
Console

This feature requires 241ME on
your hard drive, It has 7of 7
subfeatures selected, The
subfeatures require 82MB on your
hard drive.

Browse...
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4. Select the destination folder for Acronis Cloud Manager and set the following program options
(select or deselect depending on your preferences):

ﬁ Acronis Cloud Manager Console Setup — x

Destination Folder
Click Mext to install to the default folder or didk Change to choose another.

Install Acronis Cloud Manager Console to:

|C: \Program Files\Acronis\Aranis Cloud Manager Consalel,

Change...

Launch application after installation
Create shortcut in program menu

Create shortcut on desktop

= Launch application after installation;
= Create shortcut in program menu;
= Create shortcut on desktop.

Press Next.



5. Click the Install button to install the management console:

]ﬁ Acronis Cloud Manager Console Setup = >

Ready to install Acronis Cloud Manager Console A

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

Back Install Cancel

6. Click Finish when installation is complete:

‘IE] Acronis Cloud Manager Console Setup — =

AC"O"_"_E Completed the Acronis Cloud Manager
: inager Console Setup Wizard

Click the Finish button to exit the Setup Wizard.

Ol
(]
m




3.3.3 Host agent setup

The host agent is installed automatically on a Hyper-V server when it is added to the objects tree in
the management console. If there are any specific conditions or issues, you can also install it manually
by selecting the third option in Acronis Cloud Manager bootstrap setup or running
agentservice.setup.msi from the Agent setup I1SO folder.

1. The following window will be shown. Press Next:

jﬁ Acronis Cloud Manager Agent Setup — x

ACFOOIS Welcome to the Acronis Cloud Manager
: nager Agent Setup Wizard

The Setup Wizard will install Acronis Cloud Manager Agent an
your computer. Click Next to continue or Cancel to exit the
Setup Wizard,

Back Mext Cancel

2. The Acronis software end user license agreement will appear.



Read and accept it, then press Next:

ﬁ Acronis Cloud Manager Agent Setup — >
End-User License Agreement
Flease read the following license agreement carefully
DATE OF LAST UPDATE: 20 February 2020 A
ACRONIS

SOFTWARE LICENSE AGRFEMENT

THIS SOFTWARE LICENSE AGRFEMENT (“AGREEMENT™ OR “EULA™)
GOVERNS THE USE OF THE ACRONIS SOFTWARE (“SOFTWARE™).
ACRONIS INTERNATIONAL GMBH (“ACRONIS™ OR “LICENSOR™) IS
WILLING TO LICENSE THE SOFTWARE TO YOU AS AN INDIVIDUAL OR
LEGAL ENTITY (“LICENSEE” OR “YOU™), AND IF APPLICABLE TO YOUR
SOFTWARE LICENSE, TO PROVIDE YOU WITH SUPPORT AND
MAINTENANCE SERVICES (“SERVICES™), PROVIDED, AND ONLY ON v

[+]1 accept the terms in the License Agreement

Print Back Cancel

3. Select the destination folder for Acronis Cloud Manager agent and press Next:

ﬁ Acronis Cloud Manager Agent Setup — et

Destination Folder
Click Mext to install to the default folder or dick Change to choose another,

Install Acronis Cloud Manager Agent to:

|C: \Program Files\Acronis\Acronis Cloud Manager Agenth,

Change...
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4. Setthe management server and messaging queuing broker connection parameters, specify agent
service account, enable TLS option (if applicable):

ﬁ Acronis Cloud Manager Agent Setup - >
Management Service
Spedfy Management Server path and Agent account
RabbitMQ configuration
Login & |a|:|min
Password : || abialialnt
TCP Port: 5671
Address: |SnineMgr.dev. Snine. com
Use TLS
Agent service account configuration
Login : |DE'-.-"|,5ninE
Pass'ﬂ'ﬂrd : || BEEREEREREEREE
= caree

Note
You will have to provide the same messaging broker configuration parameters that were used in

management service setup. Specifically, this applies to the address of the messaging broker - it must
be entered exactly in the same way as it had been specified during management service setup,
including letter case as this parameter is case-sensitive! Otherwise the communication between agent
and management service will not work. Then specify credentials to start agent service under and
press OK.
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5. Set CBT options:

ﬁ Acronis Cloud Manager Agent Setup — >
Management Service
Please specify CET configuration settings.
{®) Default (auto)
() Inplace
i) Dedicated

Storage Path :

s Default (auto): CBT data will be stored in the program-defined default location (C:\Program
Files\5nine\5nine CBT);
= Inplace: CBT data will be stored together with virtual machine VHD;

m Dedicated: CBT data will be stored in the location, specified by user (Storage Path). The location
should be available from the Hyper-V server's side.



6. Click Install to start installation:

]ﬁ Acronis Cloud Manager Agent Setup — by

Ready to install Acronis Cloud Manager Agent A

Click Install to begin the installation. Click Back to review or change any of your
installation settings. Click Cancel to exit the wizard.

Back Install Cancel

7. Click Finish when installation is complete:

jl%] Acronis Cloud Manager Agent Setup — x

Acmms Completed the Acronis Cloud Manager
( inager Agent Setup Wizard

Click the Finish button to exit the Setup Wizard.

Ol
(]
m

Back Finish Can

3.4 Login to console

Launch the management console and enter the relevant credentials



@ Authentication

Management Service Hostname or IP Address:

||nca|hnst:1&uaﬂ

User Type:

Current Windows User Damain Windows User

Login:
admin

Password:

® Custom User

Connect

v'| Save as Default

Note
On the first console start you need to enter credentials that you entered upon management server

setup. At a later point, you will be able to add other users and/or change the default credentials.

3.5 Firstrun

1.

Servers:

35

On the first console start you will be asked to install the license and prompted to add Hyper-V
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Welcome x

First Run - Initial Configuration

Licenses

Expiration Instances Type State

Unknown license type

Please make the following steps:

1. To start using product please install license. Install license

2, Please install Agents on your hosts, you can do it manually or by using

N
Discovery Wizard, Add Servers

oK

2. Click the Install license link and choose the license.txt file. You may either have a trial license
that came with your trial email or a commercial license that would have been purchased. More
information about the licensing and how to install the license at a later point can be found in the
"Licensing" (p. 14) section below. Click Add Servers to add Hyper-V hosts or clusters. The adding
servers process is described in the next section.

3.6 Adding Hyper-V servers

1. To start managing your virtual infrastructure, you must configure connections to Microsoft
Hyper-V virtual management servers. You can connect the following types of servers:

m Standalone Hyper-V host;
s Hyper-V cluster.

2. Fortheinitial launch the object tree will be empty. Adding new servers is implemented via Add
servers wizard. To start the wizard press the, Add servers button in the toolbar at the top of the
console.

3. After the Add servers wizard starts you need to specify credentials for discovery:



Configure Datacenter: Add Servers

Discovery Type
EER Specify credentials for discovering
Discovery Type
Discovery Results Credentials
Summary DomainiUsername: |VNE)(T.5nine.com'~,5nine | |
Password: AEEREH

< Back

Finish Cancel

You may type in credentials manually or use AD discovery for that purpose, if you are working in a
domain environment. To use AD discovery, press the button to the right of the Domain\userame

filed and then select the AD account and click OK:

Pick Active Directory Object

Search...

| Mame Department

Administrator
Guest
krbtgt

Snine Inc, Software

Cancel

Then select discovery types and provide discovery data:
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New servers can be added in 3 ways:

m Manual - Manually typing the addresses of servers separated by commas. You may use host
name, FQDN or IP address.
m Active Directory - to search for available hosts or clusters using AD discovery.

m IP Range - to search for available hosts or clusters using IP discovery in the given IP range.

Configure Datacenter: Add Servers X
Discovery Type
Credentials Choose discovering type
Discovery Type
Discovery Results SRR
Summary ~'| Manual nodel, node2
List server names separated by °,”
~| Active Directory dev.lacal
~| IP range
Start IP address: m . 0o .0 . 2
Finish IP address: 10 0 o . 10
= Back Cancel
Note

AD and IP discovery can take quite significant time depending on your AD and network structure and
performance. Once the discovery process completes, you will get the full list of servers that can be
managed by Acronis Cloud Manager. Only those servers that match system requirements are

selected automatically.

4. Select servers that you need to manage and press Next:



Configure Datacenter: Add Servers X

Discovery Results

Credentials Select hosts where you want to install Acronis Cloud Manager Agent

Discovery Type
Di Results | | Mame A| COperating System |Type | CPU [Caores) | MET Version |Agent
= [F1 cluster.dev.... Unknown [(10,0.17763) Cluster 2(8)

Summary
Cluster Nodes
| | Node Name | Status | Operating 5... | CPU [Cores) |Agent | .MET Version
* DEV-NODE1.. Up Microsoft W... 2 (8] 4.7.1 Full
* DEV-NODEZ.. Up Microsoft W... 2 (8] 4.7.1 Full
51 Hv2019.dev.. Microsoft Hyper-V Senv... Host 2(8) 4.7.1 Full 4,0.19309.1 {...

|:| Reboot hosts if required

CBT settings

| Mode: ‘Auto | Edit
< Back || Mext = Finish

5. Host agents will be installed automatically on the servers that you selected on the previous step.

Configure Datacenter: Add Servers X

Summary

Credentials Completing the wizard

Discovery Type

x You have successfully completed the Add Servers Wizard. You are about to add the following objects:
Discovery Results

Summary | Host Mame Status
@ MNODE1.dev.local Installing agent ...
@ MNODE2.dev.local Installing agent ...

To close the Wizard click "Finish’ button.

< Back Next > Finish | | Cancel
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Note
When agents are installed servers will appear in the console objects tree automatically.

3.7 Upgrading host agents

If you are upgrading the product from the previous versions, upon completing management service
and console upgrade, the product will detect the necessity and offer to upgrade host agents. Blue
arrows will appear on host's icons in the object tree, displaying the necessity to upgrade the agents.
Also, corresponding commands will appear in the context menu of the host objects and on the main
ribbon:

Hyper-¥ Management Datastore Virtual Switches

4[; E‘ Bl cCreate vHD[Y) L} Add Servers 5| upgrade Agent

E| Set Credentials

Create Import Py Egit VHD{Y) 2] uparade All Agents

VI W £¥ Host Settings
Create Manage Disk Host
Hyper-¥ Management < Search WM Names
Mame 4 | State
| Enter text to search [+ clear G CHECK23 | S
' ' L) DiffDiskvM  Running
4 [F Datacenter A G} rzDC Running
4 5| HV2012R2 ' | Gl R2MGMTSe.. Running
;‘ CHECKZ3 I;I Test-ren-baris | Off
L. DiffDiskvm G wmz Running
L.} ranc L | wMm2TTESTya.. | Off
G R2MGMT-Server =R off
|;| Test-ren-boris [ ;l VM4 RunRing
) vmz T E Running
L vM27TESTyarosh . [ J R e—————
Clvms | G vomzo Running
L  vomzo from.. Off
q; Hyper-V Management ) vomz1 Running

Use the Upgrade agent command to proceed with the particular host, selected in the object tree,
and the Upgrade all agents command to proceed with all managed hosts.

Configure agent upgrade options on the wizard:
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Upgrade &ll Agents x
Upgrading Options

Upgrading Options Specify options for upgrading the agent

summary
Credentials

DomainiUser name R2local\Snine

Password TTITIIL]

Owerride credentials

Rebooting

Reboot host if required

Upgrade Settings
v'| Use Quick Upgrade

Upgrade Cancel

m Pick the active directory domain user and enter its password. Enable the Override credentials
option if you have chosen a different account than was used previously and would like to use it
further as host management credentials.

m Inthe case areboot is needed on the host during the upgrade and you would like it is done silently
during the upgrade process, enable the Reboot host if required option.

m Leave the Use quick upgrade option enabled as set by default to allow the new fastest agent
upgrade method to be used. It consists of self-upgrade of the agents by sending the new .msi file
directly to the host agents, which then completes the upgrade process. If this option is disabled,
the old method will be used through Active Directory, which repeats the same process, occurring
when adding the new Hyper-V hosts to the object tree, and takes the greater time to complete the
upgrade.

Click Next.

Review the summary and click Upgrade to start the process. Nothing else is required from your side,
when the upgrade process is complete, you will see the green marks on the host icons in the object
tree, as they usually appear.



Upgrade &ll Agents x
Summary
Upgrading Cptions Summary
Summary
MName Old Agent Version MNew Agent Version CBT Mode CET Path
Hv2012R2 3.0.18228.1 3.0.18229,2 Auto
< Back Cancel

3.8 Managing users, tenants and roles

Acronis Cloud Manager supports multi-tenant environments when users can have granular
permissions and roles to access Hyper-V infrastructure. It is a very convenient instrument for
enterprise and service provider organizations. For example, a tenant can represent a department in a
company or a corporate client for a service provider.

To use role-based access control (RBAC) capabilities or features you will need to set tenants, users and
roles as a part of system configuration process.

m Credentials for system administrator are set in management console setup.
m Tenants, users and roles can be set in the Administration plugin under these credentials.

3.8.1 Tenants

1. To create atenant, go to the Tenants tab and press the Create tenant button and start the
Tenant wizard.



2. Define the tenant name and description. Tenant is enabled by default. If you do not need tenant
users to be able to access the system, clear the Enabled checkbox.

Tenant Wizard >
Information
Information Enter tenant information
Administrators
MName tenant1
Users
Resources Description
Summary
Enabled

< Back | Next > | | Finish | | Cancel

3. Define tenant administrators. They can be selected from the existing users list or a new one can
be created.

Tenant Wizard X
Administrators

Information | Manage tenant administrators
Administrators
Resources | - e
Sirmme, Add User *

Type: 'Q' Custom user '__'Windowsmctive Directory user

Name: |TA | R

Password: |uuu |

Confirm password: |...... |

oK | | Cancel |
< Back | | Mext = | | Finish | | Cancel

4. Add tenant users.
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Tenant Wizard *
Users
Infarmation Manage tenant users
Administrators
— F] Add Existing | | 5¥  Remove
Resources | — =
ST Add User p 4
Type: '§' Custom user ':'Windowsmctive Directory user
Name: |TU‘I | PR
Password: |...... |
Confirm password: |uuu |
oK | | Cancel |
| <Back || wet> || Fnisn || concer |

5. Associate objects with the tenant. An object can be associated with a single tenant only. Tenant
administrators have full access to all objects belonging to a tenant.

Tenant Wizard *
Resources
Infarmation Manage tenapt
T T Add objects to tenant = [] *
Users M Add
ST |Name |Entertex1t-:|search... |v|| Find || Clear |
Summary ||j|Name Object Type | Parent |qun |IP |
J [] DEV-DCM.. | VirtualMac.. DEV-NODE1 DEV-DCM... | 192.168.5.1... ™
un WMSCL-test | AzureVirtu... Pay-As-You-Go
B Public VirtualMet... DEV-NODE2
B DEV-NODE1 | Host cluster
E Virtual Ma... Storage DEV-NODET;...
. Windows...  AzureVirtu... Pay-As-You-Gao
. Pay-As-Y0.. | AzureSubs..
e DEV-DCM... | WirtualMac., DEV-NODE2  DEV-DCM.. 192,168.5.1..
] YM3 (from...  VirtualMac.. DEV-NCDE1 | VM3
_El DEV BIONEY | Haoct lustar )
Selected count: 5
| OK | | Cancel |
| <Back |[ wea> || ok || caneer |

6. Check summary information and if everything is correct press the Finish button to create the
tenant.
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3.8.2 Users

45

Tenant Wizard

Information
Administrators
Users
Resources

Summary

Completing the wizard

Summary

You have successfully completed the Tenant Wizard, You are about to create the following tenant:

Mame:
Administrators:
Users:

Resources:

tenant1

1[TA)

1 (TU1)

5 [mskmeeting, Pay-As-You-Go, YMSCL-test, VM3 (from Template based on "VM3'...

To create the tenant and close the wizard, click “Finish” button,

Next > oK || Cancel

To create a user, go to the Users tab and press the Create user button to start the Add User

wizard.

Define user type and set credentials. User is created enabled by default. If you do not need the
user to be able to access the system, clear the Enabled checkbox.

Add User Wizard

Credentials
Resources and Roles

Summary

>
Credentials

Enter user information
Type: 0 Custom User | | Active Directory User
Enabled:
User Name |U1 | oR
Password: |ouuo |
Confirm password: |uuu

< Back [ Next > || Finish || Cancel
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Define user resources and roles. By default, there are 3 roles in the system: Full Access, Read-
Only and Basic. But you can define your own roles. Tenant user can have access only to the
objects that are associated with the tenant.

Add User Wizard >

Resources and Roles

Credentials Manage resources and roles for user
Resources and Roles

summary +’| Use Advanced Resource Based Permissions

Resources Roles

v Find Clear Enter text to se v Find Clear

Mame Description Parent Is Enabled Mame Description

Full Access

-

Type: AzureSubscription v
o Basic

Read-Only

b Type: AzureVirtualMachine

05 [ [

v

-

Type: Cluster

-

Type: Host

-

Type: Storage

-

Type: VirtualMachine

-

Type: VirtualMetworkSwitch

< Back Finish Cancel

Check summary information and if everything is correct press the Finish button to create the new
user.

Add User Wizard X

Summary

Credentials Completing the wizard

Resources and Roles
| You have successfully completed the User Wizard. You are about to create the following user:

Summary
Mame: ul
Type: Custom User
Role: User
Resource: Roles:
Pay-As-You-Go Full Access, Basic, Read-Only

To create the user and close the wizard, click *Finish” button.

< Back Cancel

If you are on the Global Administrators entity in the object tree, then the Add Global
Administrator wizard will be opened and the user will be added with global administrator's



privileges, you will not be able to alter its permissions during the creation process like it's done for
non-administrator users:

Add Global Administrator Wizard

s
Credentials
Credentials . Enter user information
Summary
Type: @) Custom User Active Directory User
Enabled: ]
User Name Administrator oR
Password: sensne
Confirm password: LTI}

Finish Cancel

For Active Directory users, auto-discovery from the domain active directory is available - click the
button to the right of the User Name field to open the search dialog box:

Pick Active Directory Object

— (] >
sane
Account Display Mame Department QK
m dev.5nine.com\Snine Snine e

Start typing the user name into the upper field, then click Find. All found accounts will be

displayed lower in the results list. Select the required account and click OK - it will be entered into
the main dialog box:



< Enter user information

Type: () Custom User (@) Active Directory User
Enabled:
DomainJser | dev.5nine.com\5nine

3.8.3 Roles

Roles usually combine granular permissions into the named groups for user convenience.

There is a set of granular permissions for every obj

Cluster.
Host.

Virtual machine.
Storage.

Virtual Network Switch.
Azure Subscription.

m Azure Virtual Machine.

To create arole, go to the Roles tab, press the Cre
press the Edit button:

ect type:

ate role button or select the existing role and

Acronis Cloud Manager

Tenants

Categories

Users

0 O O
- - -
g B A e
Create Edit Role Remove FRefresh
Role Role
Roles Management &
Administration < Name Full Access
|Entertext to search in role names ... | "| | Clear UECuphes
4 IZ] Roles
|§| Full Access Owner |GlobaIAdministrator
El Basic
[E Read-Cnly Resource Type
Operation |Enab|ed Description
...... rr R Type: A ription
L3 Type: AzureVirtualMachi
ﬂo Hyper-V Management esource Type: AzureVirtualMachine
¢ Resource Type: Cluster
» Resource Type: Host
/& Azure Management
» Resource Type: Storage
S b Resource Type: VirtualMachine
||I| Monitoring
b Resource Type: VirtualNetworkSwitch
Reporting
@ Backup
r [ )
* ag
© fegenstauthentirate wih ddevSniee BEWSmime client IP: 192.168.2.92  DEV\Snine 6/17/2019 10:24:11 AM 6/17/2019 10:24482 A Qoinpl@ed
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The Create Role (Edit Role) wizard will be opened. On the General page specify name and
description for therole;

Edit Role *
General
General . Specify Role name and description
Permissions
Mame: Full Access
Description:

OK Cancel

On the Permissions page, select objects and permissions.
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Edit Role *

Permissions
General Assign permissions for the Role
Permissions
Resource Type &
Operation Enabled | Description

4 Resource Type: AzureSubscription

Create o
Replicate o
Update |
Delete L
Read v
k| 4 Resource Type: AzureVirtualMachine
Connect |
Restart i
Start b
Edit v
Stop ™
Delete v
Deallocate L
Read o

¢ Resource Type: Cluster
b Resource Type: Host

b Resource Type: Storage
T - T v

< Back Cancel

Click OK to save changes.

3.9 Configuring datastore

Datastore is an internal Acronis Cloud Manager entity necessary to organize and provide storage
management for objects of different types: virtual machines, 1SO, templates and backup files. Acronis
Cloud Manager datastore objects are split into categories and types. Categories reflect storage object
types - virtual machine, ISO library, template library and backup storage.

It is not possible to use the storage with the category that does not match object type to avoid
confusing or mixing files of different types in the same folder on the storage disk. This makes the
datastore ordered and easier to use. Storage types reflect physical location types where files are
stored: Cluster shared volume, SMB and local disk. Access to these different locations is provided in
different ways, which requires different approaches from the Acronis Cloud Manager side as well.



Acronis Cloud Manager

Hyper-V Management Datastore Virtual Switches
2 B B 8 cC
Discover  Add Datastore Edit Datastore  Remove Refresh
Datastores Datastore
Manage Datastores &
Hyper-V Management 3 General '
Type &3 Cluster Datastore
Enter text £ chinrolena| ] [ Clear tiame Ml Bockenes
Description
Datastore Objects ~ Shared Shared
4 Virtual Machine Storage Content Type VMStorage
= Local Free Space 370 Gb (71.2%)
SMEB Settings =
« 5 v Id b6fbalad-6d5c-4ca6-ae08-534402222361
& Virtual Machines Path C\ClusterStorage\Volume2 v
4 ;7 150 Library -
€ » & £ M| | e
4 ivolume2 Name | Extension | Date moaified [
v
______ 4 2078VMs 2019VMs Folder 621 PM 4/14/2019 “
» I shineSerice Shine-Service Folder | 409 AM 6/5/2018
bk
QQ Hyper-¥ Management ' bekp Folder 5:41 Ph 4/9/2019
datastore
o datastore Folder 832 AM 4/7/2019
/& Azure Management » tmpl iso Falder 8:26 AM 4/7/2019
Virtual Hard Disks tmpl Folder 2:23 PM 4/10/2019
I an b Virtual Machines Wirtual Hard Disks Folder 1:21 PM 4/9/2018
Manitorin
nll 2 v e Virtual Machines Folder | 5:08 AM4/11/2019
b VM3
VM2 Folder 815 AM 4/7/2019
» VM3 from Template based on "VM3'}
Reporting VM3 Folder 210 PM 5/3/2019 v
oy t L]
s * agp
@ Server status: Online 4 admin User Batch Create admin 6/3/2019 2:28:52 PM 6/3/2019 2:2%55 PM  Completed 214 00 @1

Datastore can be added via the Add datastore wizard or by the Run storage discovery wizard.

3.9.1 Adding datastore

To add a datastore manually, click the Add datastore button on the main ribbon.

Define the datastore name and description.
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Add Datastore >

Name Datastore

Name Datastore . Mame and description
Choose Datastore Type
Choose Content Type iome Bl

Select Hosts Description [optional):

Set Path
+'| Shared Resource

Cancel

Enable the Shared resource option to allow this storage to be visible/available for all tenants.
Otherwise only global users will be able to see it (in accordance with permissions as well).

Acronis Cloud Manager supports 3 types of storage:

m Local filesystem - specific for a host. Typically used for simple scenarios where virtual disks are
placed directly on local machine.

m Network share (SMB) - can be used by multiple hosts. This type of storage allows to store virtual
disks in a CIFS/SMB file server share.



m Cluster shared volume (CSV) disk - allows all cluster nodes work with the same storage.

Add Datastore X

Choose Datastore Type

Mame Datastore What type of storage do you want to create?
Choose Datastore Type

) Local Filesystem
Choose Content Type
Local storage is specific for each host, Typically used for simple scenarios where virtual

Select Hosts disks are placed directly on local machine,

Set Path ¢
| Network Share [SME)

Metwork storage can be used by multiple hosts. This type of storage allows you to store
virtual disks in a CIFS/SME file server share,

0 Cluster Shared Volume [C5V) Disk

CSV disks allow all failover cluster nodes to share a single volume.

< Back || Mext = Finish

Choose content type:
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Add Datastore

Mame Datastore

Choose Datastore Type

Choose Content Type

Choose Content Type

®) Virtual Machine Storage

Choose Content Type
Select Hosts 150 Library
Set Path
Template Library
Backup Storage
< Back Finish Cancel
Note

Datastore locations will be split by content to avoid disorder. Only matching locations will be
available for selection to each content type. Depending on a storage type selected, next steps will

differ.

3.9.2 Local filesystem

For the local filesystem type select the Hyper-V host where the datastore will be located.
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Add Datastore

Mame Datastore
Choose Datastore Type
Choose Content Type
Select Hosts

5et Path

X
Select Hosts
Select Hosts
Mame
®  DEV-MODE1
] DEV-NODE2

< Back || Mext > | Finish

3.9.3 Network share

For the network share type enable host(s) that will have access to this datastore.
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Add Datastore

Mame Datastore
Choose Datastore Type
Choose Content Type
Select Hosts

Select Groups

5et Path

Select Hosts

Select Hosts

] |Name

DEV-MODET
[l  DEV-NODE2

| < Back || Mext > | Finish

3.9.4 Cluster shared volume

For the CSV type select the cluster.
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Add Datastore >

Select Hosts
Mame Datastore Select Hosts
Choose Datastore Type
Mame
Choose Content Type -
- cluster
Select Hosts
Set Path

< Back || MNext > Finish

1. Provide the path to the storage in UNC format. For the local filesystem and CSV types the Browse
button is available to select the required folder instead of typing it in manually.
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Add Datastore

Mame Datastore
Choose Datastore Type
Choose Content Type
5elect Hosts

Set Path

5et Path

Path:

Set Path

ChClusterstoragetWolume2yWirtual Machines

Browse

< Back lext = Cancel

Note
When the datastore is created you can navigate through its content. Also, for your convenience,

there is an ability to perform operations on physical folders on the disk directly from Acronis Cloud
Manager user interface - create, delete, rename and copy/move actions are available just like in
standard file explorer.
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loud Manager

Management Datastore Virtual Switches

2 B B 8 cC
Discover  Add Datastore Edit Datastore  Remove Refresh
Datastores Datastore
Manage Datastores
Hyper-V Management 3 General '
Type &3 Cluster Datastore
[Enter text to searchin role na[ = | [ Clear tiame Ml Bockenes
Description
4 ] Datastore Objects " Shared Shared
4 Virtual Machine Storage Content Type VMStorage
Local Free Space 370 Gb (71.2%)
SMB Settings T
4§ csv 1d b6fbalad-6d5c-4ca6-ael8 534402222361
& Virtual Machines Path C\ClusterStorage\Volume2 v
El 150 tin b
""" « =5 4 £ N \vmswmwurtuamard Disks | c
iWolume2 MName & | Extension | Date modified Size
q’ Hyper-V Management i ‘
¢ 2018VMs = VM3 [from Template based on _VM3_)... whdx 2:58 PM 5/3/2019 9,38 GB
b SNine-Service
M Create
/& Azure Management bckp
datastare % Delete
I iso 8 Rename
nll Moenitaring v tmpl -
Virtual Hard Disks Pa Paste
r Virtual Hard Disks & Copy
Reporting Virtual Hard Disks
M Cut
b Virtual Machines
‘-\ » VM3 from Template based on "VM3'}
e Backup
’ L]
(] .o
@ Server status: Online 4 admin User Batch Create admin 6/3/2019 2:28:52 PM 6/3/2019 2:2%55 PM  Completed 214 00 @1

3.9.5 Running storage discovery

To evoke storage discovery, click the Discover datastore button on the main ribbon. The wizard will
immediately start available storages discovery and then shows results on the first page, in accordance
with its content:

Run Storage Discovery Wizard X

Discovery Results

Discovery Results Select stores where you want to add

Summary

@ | |Name Path 4 | Host Content... | Storage Type Description

ﬁ Volumel C\ClusterStorage\Volumel DEV-MODE... Virtual.. Cluster Datast... Cluster Dat...
|:| ﬁ Volume2 ChClusterstoragetWolume2 DEV-MWODE.. Virtual.. Cluster Datast... Cluster Dat...
% is0 Chiso DEV-NODET1 15O Libr.. Local Filesyste... Local Filesy...
|:| % DEV-DCMO... Chwmroot\DEV-DCNODET DEV-NODE1  VWirtual ... Local Filesyste... Local Filesy...
|:| % DEV-DCNO... Clwmroot\DEV-DCNODE2  DEV-NODE2  Virtual .. Local Filesyste... Local Filesy...

| < Back || Mext > Finish
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Select locations to add to the datastores and click Next.

Run Storage Discovery Wizard x
Summary

Discovery Results Completing the wizard

Summary

You have successfully completed the Storage Discovery Wizard. You are about to add the following objects:

| Mame Path Host Status
éz—_.| Volume1 Ch\ClusterStorage'\Volumel DEV-NODEZ,... Storage ..
";E-_.| iso Cihiso DEV-NODE1 Storage ...

To close the Wizard click 'Finish’ button,

< Back Mext = | Finish || Cancel |

Review summary and click Finish to complete adding the selected locations to the datastores. Added
locations will be automatically sorted in accordance with its content and storage physical types.
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4 User interface

The user interface of Acronis Cloud Manager is designed to let you quickly find commands that you
need and perform necessary Hyper-V management and other tasks.

Acronis Cloud Manager

Datastore  Virtual Switches

Start N o .
B Create viD £} Add Servers c Qs 5 Chedkpoint | L] Tum Off [ Save B) mriiEw 2 800t | o 40 1o Cluster Py Replicate
als & Shutdown [ Connect IdPause ¥ D State L3 Move W) Replication ~
7 EditvH Refresh R e T e
v e 5 Reset I settings I Resume  Ld ) S & clone B e e Bl Tempiate
Create Manage Disk Host General Manage @
Hyper-V Management < poms =
T
Name & state CPUUsage | Assigned... | Memory D... | Memory St... | Uptime Status Replicatio... | Host GuestOS | IP addresses | Checkpoints | vma Status
= G} sninehgr Running 0%  413GB 3.51GB Ok | 0.15:15:46 Not Applic... DEV-NODE! Windows... 192.162.5
L] DEV-DCNODE!  Running 0% 2GB  208GB  Warning 37.14:48:06 Not Applic.. DEV-NODE! Windows .. 192.168.5...
4 F]:Datacenter L} DEV-DCNODEZ  Running 0% 2GB 268 Low | 37.14:48:45 Not Applic.. DEV-NODEZ Windows ... 192.168.5....
= “5‘““' B vmz Running 0% 268 21268 Warning 30.14:1%:14 Not Applic.. |DEV-NODEZ WINdows.. 192.168.5..
5] DEV-NODET
. G} VM3 ffrom Temp... Running 0% 596 MB 506 MB Ok | 5.15:57:46 Not Applic... DEV-NODE! Windows
3 snineMar
L} bev-nchopEt
B} VM3 (from Template based on ..
4 F) pEv-nNoODE2
L DEV-DCNODE2
T} vmz
ﬁo Hyper-V Management
/s Azure Management
uli Moritoring C Refresh View Details Stop & Syslog Options  Start from: [ 6/2/2019 ~| Plugin: [Any ~| Jobs: Al jobs v | Users: | anusers ~
Name Description User ContextObject Started ~ | Progress Finished Status
, &  Edit Host Settings admin DEV-NODEZ 6/3/2019 3:48:36 AM 1 6/3/2019 34803 AM  Completed
ft4 Reportin
DO ©  Edit Host Settings admin DEV-NODET 6/3/2019 3:48:36 AM 1 6/3/2019 34348 AM  Failed to modity servic..
®  Add Datastore Create Shared datast.. admin 0208b73a-b6b04b49-... | 6/3/2019 3:43:21 AM 1 6/3/2019 3:43:334M  Completed
E} Backup & Category Group Add  Add Category group ...  admin 6/3/2019 3:42:22 AW 1 6/3/2019 3:42:22 A Completed
& Category Batch Create  Add Category group V... admin 6/3/2019 3:42:12 AM 1 6/3/2019 34212 M Completed
a SON Management @ CategoryGroup Add  Add Category group...  admin 6/3/2019 3:41:56 AM 1 6/3/2019 341:56 AM  Completed
® | Category Batch Create | Add Category group C... admin 6/3/2019 3:41:45 AM 1 6/3/2019 341:45AM | Completed
o @ Category Group Add  Add Category group ...  admin 6/3/2019 3:41:26 AW 1 6/3/2019 3:41:27 4 Completed
[ -] Administration & | Category Batch Create | Add Category group ... | admin 6/3/2019 3:41:04 AM 1 6/3/2019 3:41:05 AM Completed
& Logon Authenticate custom ... admin 6/3/2019 3:36:48 AM 100% 6/3/2019 3:36:50AM  Completed
© Serverstatus: Online & admin Edit Host Seftings  admin DEV-NODE1 6/3/2019 3:48:36 AM 6/3/2019 3:48:48 AM _ Failed to modify service settings. The &35 00 Q1

There are the following main parts of user interface:

= Navigation pane.
Navigation pane consists of 2 parts: objects tree and plugin selector. You need to select necessary
plugin and then work with the tree to select an object.

= Ribbons and tabs
Operation commands are organized into logical groups and collected under tabs on the ribbon.
The ribbon is displayed at the top of the main application window. Commands for operations with
items are also available in the context menu.

m Data area.
Data area usually shows text or graphical information about object selected in the objects tree.
= Status bar.
Status bar shows management server status and user name under which console is started.
m Jobs pin panel.
Jobs pin panel shows status, progress and other information, related to jobs. Please, see the next
chapter for details.
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5 Job management

All processes, happening in Acronis Cloud Manager, are represented as jobs.

To see the detailed jobs information, click the bottom bar of the screen, where the status of the last
job is shown. The jobs dock/pin panel will be shown at the bottom of the main window. Next click will
collapse the jobs panel back.

5.1 Job list

The list of jobs can be filtered out and you can stop or view details for the selected job.

Job details contain PowerShell script, which implementation is like a job command.

€ Refresh View Details Stop & Syslog Options  Start from: | 6/2/2019 v | Plugin: | Any v | Jobs: | All jobs v | Users: | All users -
Name Description User ContextObject Started w | Progress Finished Status

® | Edit Host Settings admin DEV-NODE2 6/3/2019 3:48:36 AM 6/3/2019 3:48:03 AM Completed
@ | Edit Host Settings admin DEV-NODE1 6/3/2019 3:48:36 AM 6/3/2019 3:48:48 AM Failed to modify servic...
& | Add Datastore Create Shared datast.. | admin 0208b73a-b6b0-4b49-... 6/3/2019 3:43:21 AM 6/3/2019 3:43:33 AM Completed
& | Category Group Add Add Category group ... | admin 6/3/2019 3:42:22 AM 6/3/2019 3:42:22 AM Completed
® | Category Batch Create  Add Category group V... admin 6/3/2019 3:42:12 AM 6/3/2019 3:42:12 AM Completed
& | Category Group Add Add Category group ... | admin 6/3/2019 3:41:56 AM 6/3/2019 3:41:56 AM Completed
& | Category Batch Create  Add Category group C... | admin 6/3/2019 3:41:45 AM 6/3/2019 3:41:45 AM Completed
@& Category Group Add Add Category group ... | admin 6/3/2019 3:41:26 AM 6/3/2019 3:41:27 AM Completed
& | Category Batch Create  Add Category group ... | admin 6/3/2019 3:41:04 AM 6/3/2019 3:41:05 AM Completed
& | Logon Authenticate custom ... | admin 6/3/2019 3:36:48 AM 6/3/2019 3:36:50 AM Completed

Edit Host Settings admin DEV-NODE1 6/3/2019 3:48:36 AM 6/3/2019 3:48:48 AM  Failed to modify service settings. The &3 00 O

To do any action with the job, select it in the list and use the corresponding button on the command
ribbon. The filter is available to select jobs by date and/or by plugin.

To view the job details, select the required job and click the View details button:
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Details of 'CreateVM' job — O #

Job Information

Name: CreateVM Plugin: HyperV

State: Running Owerall Progress: 34 %

Started: 6/3/2019 5:04:32 AM Finished:

Status: topying Disk from 'I:\Hyper-WVitmpl\Template based on "VM3"{b%9%1ea%-5b0d-47fd-bd20-94102b4%a1ea} VM3 .vhdx to "Dt

‘\Hyper-Vi¥M3 [from Template based on 'VM3'\Wirtual Hard Disks\WM3 (from Template based on _VM3_}vhdx'

Job Details
MName Started + | Progress Finished Status
&  Starting virtual mac... | 6/3/2019 5:13:16 AM 6/3/2019 5:13:18 AM Completed [l
@ Configure Templat... | §/3/2019 5:12:55 AM 6/3/2019 5:13:16 AM Completed
@  Other operations 6/3/2019 5:12:55 AM 6/3/2019 5:12:55 AM Completed
&  Create Network Ad...  6/3/2019 5:12:51 AM 6/3/2019 5:12:55 AM Completed
@ | Create DVD Drives 6/3/2019 5:12:49 AM 6/3/2019 5:12:50 AM Completed
&  Add Hard Drives 6/3/2019 5:12:48 AM 6/3/2019 5:12:49 AM Completed .
- e T e PP - - oo - o oo - SR
Job Script
Import-Module "C\Program Files\Snine\5nine Manager Datacenter Console\snine. PowerShell.BaseLibrary.dil’ ~

Import-Madule "C\Program Files\5nine\5nine Manager Datacenter Console\Snine.PowerShell.Library.dil”
Import-Module “C\Program Files\3nine\5Snine Manager Datacenter Console\3nine. HyperV.Common.dil®
Enter-Session -Address https://localhost: 16080 -Username *** -Password

Shostld = "6211eebb-5¢57-4fad-96d4-34fe142f21d5"

50 = New-Object FiveMine.HyperV.Common.VirtualMachineSettings

So.ld = 16090183 -49%ba4b27-b236-4b8e211180705"

So.Mame = "WM3 [from Template based on "VM3')’

So.Mersion = "5.0°

S5o0.Generation = "2

So.Path = "Da\Hyper-V*

S5o0.NumaModesCount = "1

So.0sInstallation = “Later’

There is the detailed information about the job in the upper block - name, status, related plugin,
progress and period. Middle block contains steps that are taken as the job is executed. Lower block
contains the PS script that is run to complete the job.

5.2 Syslog integration

Jobs and event alerts can be exported to the external syslog server. Syslog server should be installed
and properly configured in the environment in advance. RFC 5424 header is supported.

To set up syslog export, click the Syslog options button on the main ribbon.
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Configure Syslag >

General
General . General
+'| Enable Syslog
Options
Uriz udp:/127.0.0.1:514
Application Mame: 5%mgmtsve

Cancel

To enable export jobs to the external syslog server, enable the Enable syslog checkbox. Then enter
the syslog server URI in udp://<syslog server IP address:port> format. Default value is

udp://127.0.0.1:514. Specify the application name - default value is 59mgmtsvc, leave it as it
appears. Click OK.

Now you may view and use syslog records as needed. Example, Splunk syslog output:




e' : | http://lacalhost:2

A

splunk

Q. New Search

000/ en-US/app/le P~-0C || ﬂ MSN | Outlook, Offi.., | @ Service Managemen... =} development.3nine....

source="udp:514" sourcetype="syslog"

24 events (before 9/27/18 2:15:09.000 PM)

Events (24)

Format Timeline ~

< Hide Fields

Selected Fields
@ host 1

@ source 1

o sourcetype 1

Interesting Fields
# date_hour 2
# date_mday 1
# date_minute 7

1:57:37.000 PM

> 9/z2ing

1:57:07.000 PM

> 9/zing

1:57:07.000 PM

SaveAs~v  Close

Alime~ | Q

No Event Sampling ~ Job s B 1 ® Smart Mode ~

Patterns Statistics Visualization

— Zoom Out 1 minute per celumn

List v #Format v 20 Per Page v 1 2 Next>

= All Fields Uil L=

> 9/2718 Sep 27 13:57:37 127.0.0.1 1 2018-09-27T13:57:37.534-04:00 5CVMM2016 59mgmtsvc 0 - - Jo

b completed: name="Dynamic Optimization", plugin="Monitoring"”,6 user="Management Servic
e, status="Completed”

host=127.0.0.1 | source = udp:514 | sourcetype = syslog

Sep 27 13:57:07 127.0.0.1 1 2018-09-27T13:57:07_780-04:00 SCVMM2016 59mgmtsvc 0 - - Jo
b started: name="Dynamic Optimization”, plugin="Monitoring”, user="Management Servic
e", status="Script started”

host=127.0.0.1 | source = udp:514 | sourcetype = syslog

Sep 27 13:57:07 127.0.0.1 1 2018-09-27T13:57:07.290-04:00 SCVMM2016 59mgmtsvc 0 - - Jo
b created: name="Dynamic Optimization”, plugin="Monitoring”, user="Management Service"”

host =127.0.0.1 source = udp:514 | sourcetype = syslog

@ date_month 1
# date_second 9 > 92118 Sep 27 13:47:35 127.0.0.1 1 2018-09-27T13:47:35.977-04:00 SCVMN2016 59mgmtsvc O - - Jo
2 d day 1 1:47:35000PM b completed: name="Dynamic Optimization”, plugin="Monitoring”, user="Management Servic
¢ date_wday e", status="Completed"
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6 Hyper-V management

6.1 Cluster settings

To access the cluster settings, select the cluster in the objects tree and press the Cluster settings
button in the toolbar or right-click on the cluster name and select the corresponding context menu
command.

Cluster Settings Pt
General

General Please specify general cluster settings

Metwork Roles

Replica Broker Name:

Categories 201 6Dev-Cluster

Shared Resource
+'| Enable Automatic Balancing of Virtual Machines

® Load balance to a node when it joins

Abarays load balance

Mext = OK Cancel

You can choose whether automatic load balancing of virtual machines is enabled or not in the cluster
and its mode - always or just when the new node is joined to the cluster.

The Shared resource option determines whether this cluster is available for all tenants or just on the
global level.

Select networks and their order for live migration.



Cluster Settings =
Network Roles
General Select one or more networks and choose its order to use for liwve migration
Metwork Roles
Replica Broker | | Name | State | Raole | Metric | Description
e B Cluster Network 2 Up Cluster only 39934
|:| [ Cluster Metwork 3 Up Cluster and Cl... 70385
|:| B Cluster Network 4 Up Mone 70334
|:| B Cluster Network 5 Up MNone 70336
Move Up
< Back | | Mext > ‘ | QK ‘ ‘ Cancel

Configure replication settings for the cluster.
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Cluster Settings

Replica Broker

General

Configure replication settings for this cluster machine
Metwork Roles

Replica Broker Enable this cluster as a Replica server

Categories Authentication and ports

Specify the authentication types to allow for incoming replication trafic. Ensure that the ports you
specify are open in firewall,

Use Kerberos [HTTP)

Port: | 80 =

|:| Use certificate-based Authentication [HTTPS)

Part: | 443 |

Certificate: Select Certificate...

Issued To
Issued By:
Expiration Date:

Intended Purpose:

Authorization and library

Specify the servers that are allowed to replicate virtual machines to this cluster.

(®) iAllow replication from any authenticated server.

Specify the storage and location to store Replica files [only C5V storages are allowed):

< Back | | Mext = ‘ | oK ‘ ‘ Cancel

To add the new replica broker, click the Add replica broker context menu command and specify its
parameters:

| dluster =

S| DI 3+  Cluster Settings

g Cluster Anti Affinity Settings
i
G ™ Add Replica Broker...

5 Remove Cluster
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Add Hyper-V Replica Broker — O >

Mame: |ReplicaBrnker |

Use static IP Address

IP Address: [10.0.0.54 |

If Replica Broker already exists remove it and create a new one

Only one Replica Broker is allowed in the cluster so by default creation will failed if it
already exists

oK Cancel

Specify the category and the group to display the cluster in the logical view:

Cluster Settings =
Categories
General Specify categories for cluster
Metwork Roles
. Set categories and groups for the virtual machine, One virtual machine cannot be included in two
Replica Broker groups within the same category.
LiETE Category A | Group
DEV Cluster DEV Cluster 5
Mext > 0K ‘ ‘ Cancel
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6.1.1 Cluster anti affinity settings

Cluster anti affinity settings are implemented to allow automatic control over HA virtual machines
placement during cluster nodes outages in accordance with pre-defined parameters. It works in the
following way - HA VMs are selected by user into anti affinity groups. VMs from the same group will
be primarily placed onto different active nodes during the outage of one or more other nodes of the
cluster (separately from each other) in accordance with technical ability, or, as a last method of lower
priority, onto any available node as it happens in usual conditions without anti-affinity configuration.

To configure cluster anti affinity settings, click the corresponding context menu command of the
cluster and specify parameters in the wizard below:

Cluster Anti Affinity Settings x

Anti Affinity Groups

Anti Affinity Groups < Configure Anti Affinity Groups

= E_| All Anti Affinity Groups

Add Group
QR Hew Anti Affinity Group 0

Remove Group

Add VM(s)

Remowve VW(s)

< Bac lext = oK Cancel

m Click the Add group button to add the new group.

m Select the group and click the Add VM(s) button to add HA virtual machines to the group and then
click OK:
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Select Cluster Virtual Machines X

Infrastructure Logical

|Er1tertexttcu host search... V| | Clear

= [m] E_| Datacenter
= [m] B2 cluster
=@ 5 DEV-NODET
(1 G} sninemgr
ﬁ WM3 [from Template based on "VK3')
= 5 pev-nopez
G vmz

OK | | Cancel

Selected VMs will appear under the group in the tree:

Cluster Anti Affinity Settings

s

Anti Affinity Groups

Anti Affinity Groups Configure Anti Affinity Groups

= [ E Al Anti Affinity Groups
=[] E New Anti Affinity Group 0
7} vmz

ﬁ VM3 [from Template based on "WM3')

Add Group

Remove Group

Add VM(s)

Remove VM(s)

< Back Mext > oK | ‘ Cancel
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m To remove VM(s) or the whole group, click the corresponding button.
m Click OK to save changes and exit the wizard.

6.2 Host settings

To access host settings, select the host in the objects tree and press the Host settings button in the
toolbar.

Host Settings *

General

General | Specify general settings for this host machine
Default folders

Replica Broker [z Jrenn Ty

Guest Console Remote You can configure Hyper-V to allow virtual machines to span non-uniform memory architecture [MUMA] nodes. When
the physical computer has NUMA nodes, this setting provides virtual machines with additional computing resources,

Category

| Allow virtual machines to span physical NUMA nodes
Copy Host Settings

Migrations Enhanced Session Made Policy
You can configure Hyper-V to allow enhanced session mode connections to virtual machines running on this server.
Allow enhanced session mode
Enhanced session mode allows redirection of local devices and recources from computers running Virtual Machine
Connection.
Enhanced session mode requires a supported guest operating system, and may require additional configuration inside
the virtual machine. Redirection capabilities may differ according to guest operating system version.
Existing Virtual Machine Connection sessions may need to be restarted if this setting is changed.
Shared Resource
EBa OK Cancel
Note

You can define NUMA Spanning and enhanced session mode policy. The Shared resource option
determines whether this host is available for all tenants or just on the global level. These settings can
be applied to multiple hosts in the Copy host settings section.

In the next section you can specify default storage for machines and disks:
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Host Settings

General

Default folders
Replica Broker

Guest Console Remote
Category

Copy Host Settings
Migrations

Default folders

Specify default folders for host

Virtual Hard Disks Default Storage

Datastore: Volumez2 |v|

Virtual Machines Default Storage

Datastore: Volumez2 |v|

|| 0K || Cancel |

This area allows end user to configure replication settings for standalone hosts or a replica broker for

a cluster.

Host Settings

General

Default folders

Replica Broker

Guest Console Remote
Category

Copy Host Settings

Migrations

Replica Broker

Configure replication settings for this cluster machine

Enable this cluster as a Replica server

Authentication and ports

Specify the authentication types to allow for incoming replication trafic. Ensure that the ports you specify are open
in firewall.

Use Kerberas (HTTF)

(=]
s[5
|:| Use certificate-based Authentication [HTTPS)

select Certificate...

Port:

Port

Certificate

Issued To

Issued By:
Expiration Date
Intended Purpose

L'

| < Back || Next > || oK || Cancel |

In the Guest console remote section set your remote desktop gateway (RDG) server parameters.
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Host Settings

Guest Console Remote

General Configure guest console remote settings for this host machine

Default folders
Replication Use RD Gateway for Guest Console
Guest Console Remote External Address:

Category |5nine-ser\rice.deu.|ocal

Copy Host Settings

Migrations Deploy/Configure RD Gateway Server

| < Back || Mext > || 0K || Cancel

Press the Deploy/configure RD gateway server button to configure the RDG connection:

Configure RD Gateway >

Please, specify parameters of the computer you want to configure as an RD Gateway server:

Computer Mame (local name ar FQDN):

|5nine-semice.dev.lncal |

External Address (public IP or FODN]:

|5nine-semice.dev.lncal |

Credentials
DomaintUsername: |r2.|::nca|‘-.5r1ine | | oR |
Password: |-----|-------| |

Use default self-signed certificate for RD Gateway connection

Use default options for RD CAP and RD BAP policies

Please ensure, that RD Gateway is accessible via FOQDMN name or public IP on port 443, or
configure MAT to translate 443 traffic to your RD Gateway server

oK Cancel
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In the Category section specify the category and the group to display the host in the logical view:

Host Settings b g

Category

General Specify category for this host machine

Default folders
. Please select the category and group(s) to place your virtual machine. You can create and edit your categories and groups
Replica Broker from the administration area.

Guest Console Remote

Category & | Group
Category | | Hosts DEV hosts -
Copy Host Settings
Migrations
< Back OK Cancel

In the Copy host settings section configure if settings should be applied to other Hyper-V servers:

Host Settings >

Copy Host Settings

General Select hosts you want to apply settings from current host machine

Default folders
Host

~|  DEV-NODE2

Replica Broker

Guest Console Remote
Category

Copy Host Settings

Migrations

Ignore storage mapping errors (apply location settings using physical paths)

< Back

OK Cancel

In the Migrations section you can enable and configure live migrations settings:
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Host Settings K

Migrations

General Specify how many simultaneous migrations are allowed

Default folders

) Enable incoming and outgoing live migrations
Replica Broker

Guest Console Remote W T EERE

Specify how many simultaneous live migrations are allowed.
Category

Copy Host Settings Simultaneous live migrations:

Migrations

Storage Migrations

Specify how many storage migrations can be perfomed at the same time on this computer.

Simultaneous storage migrations:

L Advanced Festure: |

wet> | [k ][ et ]

Click the Advanced features button to configure authentication protocol and performance options
for VM live migrations:

Advanced Features X

Authentication protocol
Select how you want to authenticate live migrations.
. Use Credential Security Support Provider(Cred55F)

() Use Kerberos

Performance Options
Select performance configuration options.
) TCPAP

(® Compression

() SMB

OK Cancel
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6.3 Configuring virtual switches

Virtual switch management is implemented in the Virtual switches tab. You can create, edit and
delete virtual switches for all managed Hyper-V hosts.

Acronis Cloud Manager

Home Hyper-V Management Datastore Virtual Switches

@ Create vswitch
Fa Edit vSwitch

Refresh
g Delete vSwitch

Manage Virtual Switches @

Hyper-V Management <

[Enter text to search... [=][ Fina ][ Clear |

[ Name [ Type | Atlow Managemen... [ Notes | Description Host
Lan External

|En(§\(':x(|-j search... |.H Clear | Intel(R) 82576 Gigabit Dual Port Network Connection #2 DEV-NODE2
« H
4 B8 duster
4 B DEV-NODET
&= Lan
m Public
4 B peEv-NoDE2
= Lan
B Public
El MAC Pools

Lan External Intel[R) 82576 Gigabit Dual Port Network Connection #2 DEV-NODE1
Qlogic BCM5709C Gigabit Ethernet (NDIS VBD Client) DEV-NODE2

Qlogic BCM5709C Gigabit Ethernet (NDIS VBD Client) #2 DEV-NODE1

tacenter

Public External

R &I K&

Public External

% Hyper-V Management
/s Azure Management
||I| Monitoring
Reporting

S & &

@ Serverstatus: Online g admin Edit Host Settings ~ admin DEV-NODEZ 6/3/2019 3:48:36 AM

6/3/2019 3:48:03 AM Completed 2 00 &1

1. To create the new virtual switch, select the host in the tree and press the Create vSwitch button
in the toolbar.
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Create Virtual Switch *
Settings
Settings < Virtual Switch Properties

General informatian

Mame: Mew Virtual Switch

Motes:

Shared:
Connection Type
® External netwark
Qlogic BCMST08C Gigabit Ethernet (NDIS VBD Client) #44 #44 o
+| Allow management operating system to share this network adapter
Internal netwaork
Private network

WLAN ID

Enable virtual LAN identification for management operating system

Finish Cancel

2. Define name and description and select its type.

= External netwrok. In this type of a virtual switch, one of the physical NICs installed on the host is
used to connect the VMs to the network.

= Internal network. In this type of a virtual switch, neither of the physical NICs of the host is
supposed to be used for VMs that will be using this connection.

m Private network. In this type of a virtual switch, neither of the physical NICs of the host is
supposed to be used for VMs that will be using this connection, nor the VLANs could be set for it.

The Shared option determines whether this virtual switch is available for all tenants or just on the
global level. VLAN traffic identification can be set for external and internal switches.

3. Press Finish to create the virtual switch.

6.4 Operations with VMs

6.4.1 Customizing VM list view

The following options are available to configure the view of the Hyper-V management tab and
displaying virtual machines:



m Search by name;

= Sorting by column;

= Group by column;

m Choose columns to show;
m Auto arrange (best fit);

m Filter.

To customize view press the left mouse button at the column heading:

i Clear
{ i i h@l Zort Lscending
test_backup Off
C) testscsl Running 2] Sort Descending 1
) wmnu201eg1 Running Clear &)1 Zorting 4
wrnu2016-g2 Off

Group By This Colurn

fl g0

Showe Group By Boox

Hide This Colurnn

Column Chooser

Best Fit

1l m

Best Fit (all columns)

Filter Editar...

Showe Suta Filter Rowe

6.4.2 Creating VM

1. To create a VM select the Hyper-V host and press the Create VM button in the toolbar.
Select the source - either the new blank VM with default settings or a template. When using the
template, you will have to select the datastore/relative path, where the template is located, then
select the required template in the corresponding fields.



Create VM >

Source

+Sm.oe Select the source for the new Virtual Machine
L identity -
_ ® Create new virtual machine
=, Category

() Create virtual machine from VM template
$¥ Processor
8 Memory Datastore: |Datastore is not selected 4
R Disk Configuration Relative path: | Erowse
0 Metwork Adapters
£} Additional Options
O sutomatic Actions Template: |[Please select template] N

[E] Summary

< Back Mext > | | Finish | | Cancel

2. Specify VM identity:
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Create VM

+ source
Jidentity

= Category

$¥ Processor

8 Memory

ﬁ Disk Configuration
0 Metwork Adapters
£} Additional Options
@ Automatic Actions

[E] Summary

>
Identity
Specify Virtual Machine Ildentity
General Information
Mame: Mew VM
Motes:
Version: [ Microsoft Windows 10 October 2018 Update/Server 2019 [~]
Storage
Specify the storage and location from existing storages or create new one for the virtual machine files:
Datastore: |\-firtual Machines |V|

Relative path: | | Browse

Generation
() Generation 1

This virtual machine generation provides the same virtual hardware to the virtual machine as in previous versions of Hyper-V.
'§' Generation 2

This virtual machine generation provides support for features such as Secure Boot, 5C5| boot and PXE boot using a standard network
adapter, Guest operating systems must be running at least Windows Server 2012 or 64-bit versions of Windows 8.

A Once avirtual machine has been created, you cannot change its generation

< Back || Mext > || Finish || Cancel

3. Define category and group to display VM in the logical view:
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Create VM

+ source

L identity

& Category

$¥ Processor

8 Memory

ﬁ Disk Configuration
0 Metwork Adapters
£} Additional Options
@ Automatic Actions

[E] Summary

>
Category
Set categories and groups for the Virtual Machine
Please select the category and group(s) to place your virtual machine. You can create and edit your categories and groups from the
administration area.
Category 4 | Group
Virtual Machines DEV VMs E

< Back || Mext > || Finish || Cancel

4. Define basic virtual CPU parameters:
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Create VM

+ source

L 1dentity

= Category

1 Processor

8 Memory

ﬁ Disk Configuration
0 Metwork Adapters
£} Additional Options
@ Automatic Actions

[E] Summary

Processor

Choose processor settings

$F General | 1F NUMA

You can modify the number of virtual processors based on the number of processors on the physical computer.

Mumber of virtual processors:

Resource Control

You can use resource controls to balance resources among virtual machines.
Virtual machine reserve: ljl Percent of total system resources:

Virtual machine limit:

L

Percent of total system resources:

Relative weight:

Compatibility

You can limit the processor features that a virtual machine can use. This improves the virtual machine’s compatibility wth different processor
versions.

|:| Migrate to physical computer with a different processor version

< Back || Mext > || Finish || Cancel
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5. [Optional] If necessary, define NUMA parameters.
1 General | $F NUMA
Configuration
This virtual machine is configured with the following:
Processors: 1
NUMA nodes: 1

Sockets: 1

MUMA Topology

Select the maximum number of processors and memary allowed on a single virtual non-uniform memory architecture (NUMA] node.

Maximum number of processors:

Maximum amount of memaory [ME}: 232?4
Select the maximum number of nodes allowed on a single socket.
Maximum MUMA nodes allowed on a socket: a

Click "Reset NUMA Topology™ to reset the virtual MUMA topology to the topology of the physical hardware,

| # Reset NUMA Topology

@ MUMA helps multiprocessor virtual machines scale better. With NUMA, the virtual machine’s processors and memory are grouped into
nodes, and nodes can be grouped into sockets.

Aligning the nodes and sockets of a virtual machine to the hardware topology helps improve the performance of NUMA-aware
workloads.

6. Specify amount of memory and dynamic memory options:
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Create VM

+ source

L 1dentity

= Category

1¥ Processor

% Memory

ﬁ Disk Configuration
0 Metwork Adapters
£} Additional Options
@ Automatic Actions

[E] Summary

Memory

Specify the amount of memory

Specify the amount of memory to allocate to this virtual machine, To improve performance, specify more than minimum amount recommended
for this operating system.

Startup RAM: 1024} mB

Dynamic Memary
You can manage the amount of memory assigned to this virtual machine dynamically within the specified range,

Enable Dynamic Memory

o . =]
IR RE | s1f we
) : =]
S —

Specify the percentage of memory that Hyper-V should try to reserve as a buffer. Hyper-V uses the percentage and the current demand of
memory to determine an amount of memory for the buffer,

Memory buffer: 20 %

Memaory weight

Specify the percentage of memory that Hyper-V should try to reserve as a buffer. Hyper-V uses the percentage and the current demand of
memory to determine an amount of memory for the buffer,

Low I High

Specify the percentage of memory that Hyper-V should try to reserve as a buffer. Hyper-V uses the percentage and the current
demand of memory to determine an amount of memory for the buffer.

< Back || Mext > || Finish || Cancel
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7.

8.

Add virtual disks to a VM.

Create VM X
Disk Configuration

+ Source Connect and manage SC5I adapters, Virtual Disk Drives and DVD PhysicalDrives

L 1dentity

= o |+-- Add '| |,‘- Remove |

= Category

$% Processor 4 R 5CS) Adapter 0 Bl General f Quality of Service

B Hard Drive Ve

% Memory You can change how this virtual hard disk is attached to the virtual machine. If an operating
system is installed on this disk, changing the attachment might prevent the virtual machine

ﬁ Disk Configuration from starting.

[ Network Adapt. Controller: Location:

etworl apters

£} Additional Options |SCSI Adapterd |v| |O |v|

@ Automatic Actions @ Create a new virtual hard drive

[E] Summary File name: |NewVM |
Datastore: |Datastore is not selected |v|
Relative path: |'v"irtual Hard Disks Browse
oynamic 7]

Datastore: |Datast-:||'e is not selected
Relative path: | Browse

Sz (B TS :

| < Back || Next > || Finish || Cancel

[Optional] If necessary provide QoS options disks.
ﬂ General ﬁ Quality of Service

Local Settings

Specify Quality of Service management for this virtual hard disk. Minimum and maximum 3PS
are measured in & KB increments,

Enable Quality of Service management

Binimum: 128 1OPS

Maximum: 1OPS

To accept system defaults, set either the minimum or maximum value (but not both
values) to zero.

9. Define network configuration for this VM.
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Create VM

+ Source

1 1dentity

= Category

1¥ Processor

% Memory

ﬁ Disk Configuration
[ Network Adapters
£} Additional Options
@ Automatic Actions

[E] Summary

Network Adapters

Configure Network Adapters connection

2 Add | |,.=-= Remove

£  Metwork Adapter

[ General £ Hardware Acceleration [ Advanced  EJ SDN

Specify the configuration of the network adapter

Virtual network switch: |Lan |v|

VLAN 1D
|:| Enable virtual LAN identification

The VLAM indetifier specifies the virtual LAN that this virtual machine will use for all network
communications through this network adapter.

vitual LanD: [ |

Bandwidth Management
Enable bandwidth management

Specify how this network adapter utilizes network bandwidth. Both Minimum bandwidth and
Maximum bandwidth are measured in Megabits per second.

Minimum bandwidth: 256 Mbps
Maximum bandwidth: 512 Mbps

® To leave the minimum or maximum unrestricted, specify 0 as the value.

< Back || Mext > || Finish || Cancel
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10. [Optional] If necessary, enable hardware acceleration options.
) General [ Hardware Acceleration B Advanced £ 5D
Specify networking tasks that can be offloaded to a physical network adapter,

Virtual machine queue

Virtual machine queue (VMO) requires a physical network adapter that supports this feature,

Enable virtual machine queue

IPsec task offloading

Support from a physical network adapter and the guest operating system is required to offload
IPsec tasks.

When sufficient hardware resources are not available, the security associations are not offloaded
and are handled in software by the guest operating system.

Enable IPsec task offloading

Select the maximum number of offloaded security associations from a range of 1 to 4096,

haximum number: 512 Offloaded SA

Single-root I/O virtualization

Single-root /0 virtualization [SR-10V] requires specific hardware. It also might require drivers to
be installed in the guest operating system.

When sufficient hardware resources are not available, network connectivity is provided through
the virtual switch.

Enable SR-IOV

11. Define advanced network parameters:
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B3 General B3 Hardware Acceleration ) Advanced £ sDM

MAC address at!
'l Dynamic
() Static |

MAC Address Pool | <Mot selected=

MALC address spoofing allows virtual machines to change the source MAC address in
outgoing packets to one that is not assigned to them.
|:| Enable MAC address spoofing

DHCP guard
DHCP guard drops DHCP server messages from unauthorized virtual machines
pretending to be DHCP servers.
[ ] Enable DHCP guard

Router guard
Router guard drops router advertisement and redirection messages from unauthorized
virtual machines pretending to be routers.
|:| Enable router advertisement guard

Protected network
kove this virtual machine to another cluster node if a network disconnection is
detected.
Protected network W

12. Configure SDN network if applicable.

B General £ Hardware Acceleration B Advanced 3 sDM

Virtual network subnet: | «<Mot connected> |v|

13. Specify OS installation options and automatic actions if necessary.
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Create VM

+ source

L 1dentity

= Category

1¥ Processor

% Memory

ﬁ Disk Configuration
) Metwork Adapters
£+ Additional Options
@ Automatic Actions

[E] Summary

Additional Options

Specify i ion options, lic actions and ices for the virtual machine

You can install an operating system now if you have access to the setup media or install it later.
':' Install an operating system later

(®) Install an operating system from a bootable CD/DVD-ROM
Media

Physical CO/DVD drive: | ||

'é' Existing IS0 image:

Specify the storage and location from existing storages or create new one for the virtual machine files:

Datastore: | iso | hd |
Relative path: | en_windows_10_business_editions_version_1803_updated_march_2018_x64_dvd_12063333.is0 | Browse
< Back | [ Net> | | Finish | | Cancel
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Create VM

=+ Source

L identity

= Category

# Processor

% Memory

ﬂ Disk Configuration
) Metwork Adapters
{} Additional Options
© Automatic Actions

[E] Summary

Automatic Actions

Configure Automatic Actions

Automatic start action
What do you want this virtual machine to do when the physical computer starts?
() Nothing

§ Automatically start if it was running when the service stoppet

: ! Always start this virtual machine automatically

Startup delay: ‘a seconds

Automatic stop action

What do you want this virtual machine to do when the physical computer shuts down?
':'Turn off the virtual machine

@' Save the virtual machine state

L ! Shut down the guest operating system

< Back | |

Mext =

Finish

Cancel
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14. Check summary information and if everything is correct press Finish to create the VM:

6.4.3 Editing VM settings

Create VM

=+ source

L 1dentity

= category
#Processor

% Memory

ﬁ Disk Configuration
£ Metwork Adapters
£} Additional Options
© Automatic Actions

[Z] Summary

Summary

Summary

You have successfully completed the Virtual Machine Wizard, You are about to create the following virtual machine:

Mame:

Storage:
Processors:
Memaory:
Category:

Hardware:

Generation:

New VM
2
Hyper-v
1 cores
512 MB

SCSI Adapters (1)
Virtual Hard Drives (1)
Metwork Adapters (1)

Start the virtual machine after creation

To create the virtual machine and close the wizard, click 'Finish’ button.

Pext > [ Finish || Cancel

To edit VM settings select the VM and press the Settings button in the toolbar:
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Edit VM b

Identity

I;I Identity . Specify Virtual Machine Identity
= Category

General Information
£) Boot Order

Name: VM2
# Processor

MNotes:
% Memory

m Disk Configuration
) Metwork Adapters
© Automatic Actions

# Integration Services

< Back

OK Cancel

Note
You will find all options that were present when creating the VM. Some options, however, are not
editable (like VM generation) or require the VM to be turned off to alter them.

6.4.4 Standard operations

Acronis Cloud Manager supports standard operations with virtual machines (via toolbar or context
menu commands):

Start.

Turn off.

Shut down.
Save.
Pause/resume.
Reset.
Rename.
Delete.

Connect via guest console.

Operations with checkpoints: Create, Delete, Apply, Revert, Rename. To view VM checkpoints, select
the VM in the objects tree and switch to the Checkpoints tab.




Note
Prior to using VM guest console you need to set appropriate credentials for Hyper-V host in the
objects tree. Then to view VM guest console select the VM in the objects tree and click the Connect

button on the main ribbon. The guest console will be opened in the separate window:

‘SnineMgr’ on ‘DEV-NODET

Hyper-V Management

= . CTRL
vl Star L Tumoff L ALT o [5] Paste Clipboard Text
b Shutdown [ Pause Ld Checkpoint e Ct\u,iE\\lt- A

g ettings rl=Alt=De ull Screen Smart 5
5 Resst 5d Resume (@) Attach ISO Bicautuet ey PR

General Guest Console

-
- ~

Press Ctrl+Alt+Delete to unlock. S5

280

Friday, June 21

6.4.5 Adding and removing VM to/from cluster

To remove the clustered VM from the cluster, select the cluster in the Acronis Cloud Manager object
tree, and then select the VM that you need to remove from cluster and right click on it. Select the

Remove from cluster command.

If you want to add a non-clustered VM to the cluster, select the Add to cluster command. Make sure
you have moved the VM configuration files and VHD(s) to the CSV prior to adding it to the cluster.

6.4.6 Importing VM

1. Toimport VM select the host and press the Import VM button on the main panel menu. The
Import VM wizard will be opened.



2. Select the datastore and define the relative path that contains VM data:

Import Vi *

Location

Location Specify the folder containing the virtual machine to import
Virtual Machine

Datastore: |Uirtua| Machines |v|

Import Type

Summary Relative path: |‘Jirtua| MachinesiWVi3 | Browse

< Back
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3. Select the VM data to import:

Import Wi x

Virtual Machine

Location Select the virtual machine to import

Virtual Machine

Import Type Enter text to search... |v|| Find || Clear
Summary

Mame Date Created

VM3 &/3/2019

< Back || Mext > | Finish
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4. Select import type.

Import Wi x

Import Type

Location Choose the type of import to perform
Virtual Machine

0 Register the virtual machine in-place [use the existing unique 10}
Import Type i
I Restore the virtual machine [use this existing unique 1D}
Summary

| | Copy the virtual machine [create a new unique 10

< Back || Mext = Finish

5. If the 2nd or 3rd option were selected at the previous step, provide destination options for a VM.
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Import ViV

Location
Virtual Machine
Import Type
Destination

Summary

Destination

Choose folders where you want to store virtual machine files and its virtual hard disks

Virtual machine configuration folder:

Datastore: |‘ufirtual Machines |v|

Relative path: |VM3 [from Template based on "VM3') | Browse

Allow other virtual machine files to be placed individually

Checkpoint folder:

Datastore: |‘ufirtual Machines |v|

Relative path: |‘Jirtua| Machines | Browse

Smart Paging folder:

Datastore: |‘ufirtual Machines |v|

Relative path: |UM3 [from Template based on "VM3'\Smart Pagir|5| Browse

Allow virtual hard disks to be placed individually

< Back || Mext > | Finish

L

6. Check summary information and if everything is correct press Finish to start the VM import
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Import Wi X

Summary

Location Summary

Virtual Machine
Virtual Machine: Mew Vi

LT e moort File: [For_vml\New VM\Virtual

Destinafion P g Machines\628618662-7TBA4-4ED2-BEC4-B5323032CDBF.vmx
Import Type: Restore

e d Configuration folder: [C5W VM storage]\datastore'New VM
Checkpoint folden [C5V VM storage]\datastore\checkpointsiMew VM
Smart Paging folder: [C5W VM storage]\datastore\smart paging\MNew VM
VHD destination folder: [C5Y VM storage]\datastore'whd\Mew VM

To import the virtual machine with specified options and close the wizard, click 'Finish' button.

Mext > {  Finish H Cancel

6.4.7 Exporting VM

1. Toexport VM select it and press the Export VM button in the toolbar. The Export VM dialog will
be opened.
2. Define the datastore and the folder where you want the VM to be exported and press OK.

Export VM >

Please specify where you want to export the virtual machine files:

Datastore: |‘-.-‘irtua| Machines |v|

Relative path: |‘u‘irtual Machines | Browse

oK | | Cancel |
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6.4.8 Cloning VM

To clone VM select it and press the Clone VM button in the toolbar. The Clone VM dialog will be
opened.

Clone Wi X
Mumber of clones: 1=
Mame for cloned virtual machine: VM2 Clone

Yirtual machine configuration folder:

Datastore: Virtual Machines -

Relative path: Virtual Machines Browse

+'| Allow other virtual machine files to be placed individually
Checkpoint folder:

Datastore: Virtual Machines *

Relative path: V2 Browse

Smart Paging folder:

Datastore: C5V VMs -

Relative path: Browse

+'| Allow virtual hard disks to be placed individually

Virtual hard disks folder:

Datastore: Virtual Machines b

Relative path: Virtual Hard Disks Browse

oK Cancel

Provide the number of clones, clone name patterns and the datastore parameters and press OK.

6.4.9 Shared nothing VM migration

This operation allows moving VM with/without its storage or a VM storage only to another Hyper-V
host. This operation is available for non-HA VMs in both clustered and non-clustered environments.
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To move the non-HA VM select it and press the Move VM button in the toolbar. The Move VM
wizard will be opened.

1. You can move the virtual machine or move just the virtual machine’s storage here.

Maove VM d
Move Type

Move Type . Choose type of move you want to perform to the virtual machine

Destination

Mowve Options

® Move the virtual machine
Vhd options
Move the virtual machine and, optionally, its storage to another computer running Hyper-V.
Metwork Options

Summary Move the virtual machine’s storage
Maove only the virtual machine’s storage to another location, either on this server or on shared storage.

m
o

MNext » nish Cancel

2. Select the destination host:
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Maove VM *

Destination
LENETERE Please select the destination computer
Destination
Move Options [ZDe 4 | Description State
DEV-NODE2 R

Vhd options
Metwork Options

Summary

< Back || Mext > Finish

3. Specify move options:
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Maove VM *

Move Options

Maove Type Choose what you want to do with the virtual machine's items

Destination

Move Options Virtual Machine Files

Vhd options Datastore: |Virtua| Machines |v|
Metwaork Options Relative path: |‘u’irtua| Machines | Browse
Summary

Allow other Virtual Machine files to be placed individually [within the same storage}

Checkpoint folder:

Datastore: |CS‘U‘ VM |v|

Relative path: | VM3 | Browse

Smart Paging folder:

Datastore: |‘u’irtua| Machines |v|

Relative path: |VirtuaIMachir1es | | Browse |

< Back || MNext » Finish

4. Select the parameters to move the VHD:
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Mowve VM

Move Type
Destination
Move Options
Vhd options
Metwork Options

Summary

Vhd options

Choose what you want do with the virtual hard drives

— Wirtual Hard Disks

E_F!:'J Allow all Virtual Hard Disks to be placed individually

'3::1 Automatically place all Virtual Hard Disks with the Virtual Machine configuration file

MName -

DEV-DCMODET whdx [Wirtual Machines]\Wirtual Hard Disks

Select storage

x

Datastore: |‘u"irtua| Machines

|v|

Relative path: |‘U’irtua| Hard Disks

| Browse

oK | | Cancel |

Select

| < Back || Next >

Finish

Cancel

5. Select physical network that will be used for the operation:
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Maove VM *

Network Options

Maove Type Please specify network options for the virtual machine
Destination
Maove Options Mame 4 | O1d Nebtwaork Switch Mew Metwork Switch
e Metwark Adapter Lan [Please choose the network switch] |L

options

p Metwark Adapter Public [Please choose the network switch] E

Metwork Options
Summary

| < Back || Next » | Finish

6. Check summary information and, if everything is correct, press Finish to move a VM/storage.
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Maove VM *

Summary

Maove Type Please review the summary information

Destination
Yaou have successfully completed the Move Virtual Machine Wizard. You are about to move the virtual machine:
Mowve Options

5 Virtual machine DEV-DCNODET

Vhd options
Move type Virtual machine and 5torage

(LB e Item to move Destination location

Summary .| Configuration [Wirtual Machines]'\Wirtual Machines
Checkpoints [CSV VM s]\WM3
Smart paging [Virtual Machines]\\Wirtual Machines
Virtual hard disks [Wirtual Machines]\\Wirtual Hard Disks

To move the virtual machine and close the wizard, click 'Finish’ button.

< Back Cancel

6.4.10 Live and quick VM migration

These operations apply to clustered VMs. To move the VM between nodes that joined into a cluster,
first select the cluster in the Acronis Cloud Manager object tree, and then select the VM that you need
to move to another node and click the Move button in the toolbar. You may select multiple VMs for
this action. To do this, first select the target host in the object tree. Then select the VMs that you need
to migrate on the right pane, using Ctrl+Shift keys and click the Move button on the main command
ribbon or the corresponding context menu command by using the right-click.
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is Cloud Manager

Hyper-V Management Datastore Virtual Switches

- £F Add Servers = c I Start &a Checkpoint | [J Tum Off [ Save @ Attach 150 2 Export
I: ; IS ]
i & set Credentials & Shutdown [J Connedt I Pause ¥ Delete Saved State 2 Move
Create Import = Manage Refresh
VM \,rp D\skg £+ Host Settings 5d Reset I Settings 4 Resume L] Delete & set Categories & Clone
Create Host General Manage
AR L M e = |Sia|-:h WM Names |v‘ | Clear |
|NamE 4 [J Start hed MEmury|MEmury Dem.‘.|MEm0rySt... Uptime |Status |Rep|icatiun He...| Host
|Ente| axt £ "H Clear | ll?! Snine-Service2 L_-‘ Shutdown 1.7 GB 142 GB OK 0.07:36:25 NotAppI!came NODE1
ll?: AzurePack ‘,)—r‘ Reset 4.63 GB 3.89GB OK 5.08:49:42 Mot Applicable  WODE1
4 ] Datacenter ~| | G} pcm 205 GB 172GB OK | 39.00:56:53 Not Applicable  NODE1
- 64 Checkpoint
4 = 2016Dev-Cluster u?! SCVMM2016 7.86 GB 11.95 GB Warning | 5.10:03:51 Mot Applicable  NODE1
4 F)iNODE1 B} | scvmM-LB j= Connect 566 MB 475 MB OK| 7.05:06:27 Mot Applicable | NODE1
G snine-service2 B} Tenantvmz7 T Settings 1024 MB 1024 MB OK| 1.08:04:27 Not Applicable | NODE1
AzurePack i
[ 3 | Test1 0 TumoOff Mot Applicable | NODE1
G pcot T} wmazoT 1024 MB 1024 MB OK 0.07:17:57 Mot Applicable  NODE1
G} scvmmaots =RV YEY hel  Pause 1.66 GB 139GB OK 6.21:31:42 Mot Applicable  NODE1
G} scumm-Lis B windowss i Resume 1.38 GB 1.15GB OK 6.21:34:06 Not Applicable  NODE1
B} Tenantvm27 ey
B Test G} windows2012R2| [ save 1024 MB 583 MB OK| 16.05:45:54 Not Applicable | NODE1
G} windows2016R., . P 1024 MB 573 MB OK | 5.08:22:13 Mot Applicable | NODE1
G} vmazemi 1)  Delete Saved State
T} | YDM23TESTTEM. | 1024 MB 1024 MB OK| 7.12:19:51 Not Applicable | NODE1
G} vm3 Id Delete
B X
Windows16
N
5
B} windows2012R2 @ Attach 150
B} windows2016RTM Set Categories
IC} YDM23TEST TEMPLATE = Export
E_nnnez b
= Move
g c
% Hyper-V Management i fons
= AddTo(
m Select the Cluster migration option and the migration type:
Move VM X

Move Type

Move Type Choose type of move you want to perform to the virtual machine

Destination
L ! Move the virtual machine
Move the virtual machine and, optionally, its storage to another computer running Hyper-V.

L ! Move the virtual machine’s storage
Move only the virtual machine’s storage to another location, either on this server or on shared storage.

(®) Cluster Migration
Move the clutered virtual machinge on another node in cluster.

Migration Type

0 Live Migration

Live migration allows you to transparently move running Virtual Machines from one Hyper-¥ host to
another without perceived downtime. The primary benefit of live migration is flexibility: running Virtual
Machines are not tied to a single host machine

) Quick Migration

Quick Migration is an earlier technology that moves Virtual Machines between cluster nodes but does
cause a brief service interruption. Live Migration is preferred for running Virtual Machines however
Quick Migration is the only way for non-running Virtual Machines to be transferred.

< Back Finish
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= Live migration. With this option, a virtual machine will be migrated without switching to the
saved state and losing the access. This operation is applicable to virtual machines that are in
active (running) state only.

= Quick migration. With this option, a virtual machine will be migrated to another node as
quickly as possible, but it will be switched to the saved state during the operation. That means
access to this virtual machine will be temporarily lost until it returns to the running state on the
new node. This operation is applicable to virtual machines in any state - active (running),
paused, saved or off.

m Select either Best possible node so that the system will choose it automatically or select the exact
node you would like the VM to be moved to.

Move Vi *
Destination

Move Type Please select the destination computer

Destination

v| Best possible node

< Back Cancel

Press OK to start migration.

6.4.11 Guest console connection

If management console is on the same network as management server and Hyper-V hosts then you
need only set access credentials for every hosts in the objects tree.

Select the host and press the Set credentials button in the toolbar.



Set Credentials -

Specify user account credentials for connecting to the agent.
The user name must be specified in the DOMAIM\USERNAME format.

DomaintUsername

dev.5nine.com'\5nine p';'n
Password
BEREENRRRRREED
0K Cancel
Note

If everything is configured, select the VM and click the Connect context menu command. Guest
console for the selected VM will be opened in a separate window.

‘SnineMgr’ on 'DEV-NODE1"

Hyper-V Management

3 sta T cave EL
S [ U O e [1 ALT oo [] Paste Clipboard Text
Le Shutdown [ J Pause L Checkpoint o Ct\D:\It- R

= ettings rl=Ait=Del  Full Screen Smart Sizin
5d Reset 5d Resume (@) Attach IS0 & Capture Screen g

General Guest Console

'_
Press Ctrl+Alt+Delete to unlock. 5=
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6.5 Hyper-V replication

Hyper-V replica allows virtual machines running at a primary site to be efficiently replicated to
secondary location (replica site) across a WAN link. Primary and replica server must be Microsoft
Hyper-V 2012 R2 as a minimum.

When replication is underway, changes in the primary virtual machines are transmitted over the
network periodically to the replica virtual machines. The exact frequency varies depending on how
long a replication cycle takes to finish (depending in turn on the network throughput, among other



things). In the latest versions of Windows Server, you can configure the replication frequency, so that
the changes are sent every 30 seconds, every 5 minutes, or every 15 minutes.

You can also access recovery points up to 24 hours old (previously, recovery points up to 15 hours
old were available).

If the primary server should fail unexpectedly, perhaps of a major hardware failure or a natural
disaster, you can bring up the replica virtual machines to take over the workload — this is unplanned
failover. In unplanned failover, there is the possibility of data loss, since there was no opportunity to
copy over changes that might not have been replicated yet.

6.5.1 Prerequisites

To take advantage of the Hyper-V replica, which is included as part of the Hyper-V server role, the
following pre-requisites must be met:

m Hardware that supports the Hyper-V role on Windows Server;

m Sufficient storage on both the primary and replica servers to host the files used by virtualized
workloads;

m Network connectivity between the locations hosting the primary and replica servers;

m Properly configured firewall rules to permit replication between the primary and replica sites;

= An X.509v3 certificate to support mutual authentication with certificates (if desired or needed)

To start VM replication, select the VM and press the Replicate button in the toolbar.

6.5.2 Host replication settings

Replication settings is a part of host settings. You need to set replication settings if a Hyper-V host is
supposed to be used as a replica server.



Host Settings

General

Default folders
Replica Broker

Guest Console Remote
Category

Copy Host Settings
Migrations

Replica Broker

Configure replication settings for this cluster machine

+'| Enable this cluster as a Replica server

Authentication and ports

Specify the authentication types to allow for incoming replication trafic. Ensure that the ports you specify are open
in firewall.

+'| Use Kerberos (HTTF}

-

Paort: 38 =
v Use certificate-based Authentication [HTTPS)
Part: =

Certificate: Select Certificate...

Issued To:
lssued By:
Expiration Date:

Intended Purpose:

< Back QK Cancel

There are the following settings:

= Enable this computer as a replica server - mark this option to set the current Hyper-V host as
areplica server.

m Authentication parameters:

m Use Kerberos (HTTP) - this authentication option uses Kerberos authentication protocol via
HTTP port 80 (default).
m Use certificate-based authentication (HTTPS) - this authentication method uses pre-

installed certificate and works via HTTPS port 443 (default). Press the Select Certificate button

to choose pre-installed certificate on the current Hyper-V host:

m Authorization and storage parameters:

m Allow replication from any authenticated server. Any Hyper-V host that is set as a replica

server in the environment will be allowed to send replica files. Specify the default location by

typing or browsing to the folder to store replica files.

= Allow replication from the specified servers. Only specified Hyper-V hosts will be allowed
to send replica files. Click Add to add the authorized server to the list:

m Default storage for replica files on the current Hyper-V host. Default location on the

current Hyper-V server to store replica files.




6.5.3 Starting VM replication

To start VM replication, select the VM and select the Replicate command on the main ribbon or from
VM’s context menu. VM replication wizard will be shown.

Replicate VM

Replica Server
Connedtion
Replication WYHDs
Additional Options

Summary

Replica Server

Select server you want to use to replicate this virtual machine or type another server name

Mame
NYPWIN2016

4 | Description

State
Ok

Finish Cancel

1. Select replica server where you want the VM replicated from the list and press Next.
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Replicate VM

Replica Server
Connection
Replication YHDs
Additional Options

Summary

Replication VHDs

Choose virtual hard disks you want to replicate

+| Replicate all virbual hard disks of the virtual machine

Mot replicating certain wirtual hard disks, such as operating system virtual hard disk, could result in the

Replica virtual machine not starting up properly,

< Back

Mext > Finish Cancel &

2. Define additional replication options:

Replication frequency

Schedule resynchronization

]

m Recovery points

|

» [nitial replication options
113
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Replicate VM

Additional Options

Replica Senver Specify additional options for this virtual machine

Connection
Replication WHDs
Additional Options Additional Recovery Points

Summary ® Maintain only the latest recovery point

Create additional hourly recovery points

ded by additional

WSS snapshot frequency (in hours):

Schedule Resynchronization

) Manual
Automatic
@) Automatic during the following hours:
Schedule Initial Replication
@) Start replication immediately

) Start replication on:

Frequency at witch changes will be sent to the Replica server:

soints fin hours):

5 minutes :

From | 6:30 PM s 1o [sooam =
5/31/2017 | [5:22pm
< Back Mext = Finish

Press Finish to start VM replication. Once VM is replicated its replication health will be shown in

the Replication health column in the list of VM and in VM details.

IEn-‘.»:r text to search in WM names ... | " Clear
| Name a | State | Replication Health | Host

L New M 10 Off Normal NU-2016
(9 2003 Running Critical NU-2016
T2 New M 11 Off Warning NU-2016
£ NewwvMB Off Normal NU-2016
T2 New M7 Off Warning NU-2016
T New vMtestt Off Mormal NU-2016
LI Mewam Off Notspplicable NU-2016
;] test_backup Off Mot&pplicable NU-2016
LI test-scsi Off Notspplicable NU-2016
L testscs) Off Motapplicable NU-2016
L] wmnu2016-g1 Off Notspplicable NU-2016
L wmnu2016-g2 Off Motapplicable NU-2016
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Please note - Status window with details about replication health is available:

Replication

Replication Health for "New VM"

4 General
Primary Server:
Replica Server:
Replication Mode:
Replication State:
Replication Health:
4 Statistics for 6 Seconds
From time:
To time:
Average size:
Maximum size:
Average latency:
Maximum latency:
Errors encountered:
Successful replication cycles:
4 Pending replication
Size of data yet to be replicated:
Last synchronized at:

IvanVerkhoturov.cross.local
NU-2016.cross.local

Primary

Replicating

Normal

10/17/2017 6:05:49 PM
10/17/2017 6:05:56 PM
4096 KB

4096 KB

00:00:01

00:00:01

0

1 out of 1 (100%)

4KB
10/17/2017 6:05:50 PM

Refresh | ‘ Reset statistics

Note

Acronis Cloud Manager also allows administrators to perform replication failover testing to ensure

that everything will work as expected in the event of a disaster.

Test Failover

You can create a separate virtual machine to verify that a recovery point is able to start
successfully, and that the virtual machine is running correctly.

Use this recovery point to create the virtual machine to test failover:

’NewVM - Latest Recovery Point - 17.10.2017 18:10:50

[-]
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A new virtual machine will be created based on the specified recovery point. It
might take up to a few minutes for the new virtual machine to be created.

TestFaiIoverll Cancel ‘
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7 Azure management

Acronis Cloud Manager includes a special plugin to control Microsoft Azure subscriptions from its
GUI. It allows performing basic operations with Azure cloud virtual machines and convert Hyper-V
VMs into Azure.

7.1 General view

The Azure management section view looks similar to Hyper-V management - there is an object
tree on the left pane and VM list on the right pane. Tools and controls are logically grouped and
located on the upper ribbon.

Acronis Cloud Manager

G EELERILEL I Replication Management

& Start R
) Add subscription f‘_ [¢] @ @ iz @ Deallocate
Canfi Refresh EditVM  Delet =
B Delete subscription  Configure efres| Create mport i elete Frreat
Licensing M Hypei 1 vM | 8H Restart = ¢
Subscriptions Virtual Machines Menitering &
Azure Management <
~| [Fitter by tag - Clear
4[5 Azure Subseriptions
4 [ Pay-As-You-Go (kenstantinmalkovgmai... Name | status Resource Group | Location Size 0s Disks Public IP Tags
@& boris2 B AutoTestyM Running AutoTest2 West US Standard_B1ms Linux 1(31GiB)
@ sa =
& AutoTestvi =
@ mskmeeting
& Windowsvi & mskmeeting Stopped (deallocat... TestRg Central US Standard_DS1_v2 Windows 2(128 GiB) = [dsfsdf : sdfdf]
@ vmscL @ sqL Stopped (deallocat... AzureVMs East US Standard_B1ms Windows 10127 GiB)
&) VMSCLtest @ vmMscL Stopped Yarosh Central US Basic_A1 Windows 1 = [replicated VM : from... |-+
@ created2008r2 @
& win1o
" ®
...... =
ﬂo Hyper-\' Management
/S Azure Management
nll Monitoring
Reporting
@ Backup
&% son vanagement
'.0 Administration
& Serverstatus: Online  gyddmlipdate Azure Subscription ‘Pay-As-You-Go'  Add or Update Azure Subscription ‘Pay-As-You-Go' admin  6/3/2019 1:24:59 PM 6/3/2019 1:24:59 PM  Completed Q10 00 @1

Object tree contains Azure subscriptions instead of hosts as root entries, having VMs under them.

7.2 VM view

Selecting a VM from the list on the right pane will enable corresponding controls on the upper ribbon,
which are applicable for the current VM state (i.e. Start if VM is not currently running, etc.), and the
list of the latest alerts for selected VMs in the lower part of the right pane:
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Acronis Cloud Manager

FEMVENERIUPNTN  Replication Management
) Add subscription f' (e @ @ @ @ st g,
3 Delete subscription  Configure | Refresh  Create  Import  EditVM Delete | 1 Connedt Configure
Licensing VM Hyper-y VM alerts
Subseriptions Virtual Machines Monitoring &
Azure Management <
[Fiter by nam | [Fiter by ta [=] [ clear |
4 [ Azure Subscriptions
4 B {Pay-hs-fou-Ga (konstantinmalkovgmai... [ name - | status Resource Group | Location size 0s. [ pisks [ Pustic? Tags
@ boris2 @ AutoTestvM Running AuteTest2 West US Standard_Bims Linux 1031 Gig) B [
saL 3 3 2 = s
: ® oo : e ~ : @
@) AutaTestvi = —— — — — . — = =
@ mskmeeting Sl = it =i - = = :
B windowsvM & mskmeeting Stopped (deallocat... TestRg Central Us Standard DS132  Windows 2(128 Gig) - [dsfsdf : sdfdf] ]
Y
& vMsCL = sa Stopped (deallocat.. AzureVMs East US Standard_B1ms windows 1(127 GiE) - =
@) VMSCLtest @ vMsCL Stopped Yarosh Central US Basic_A1 Windows 1 5 Ireplicated VM : from... |-
& created2008r2 & | vms " Running el al Us Basic_A - & o |:
@ win1o = = z
{io Hyper-V Management
Name | status Condition Resource Group Resource Last Fired
/S Azure Management
tesT recomendation NM © Active Recommendation events new-group
[ test Policy NM @ Active Palicy events new-group
||I| Monitoring
B test admin NM @ Active Administrative events new-group
test autoscale © Active Autoscale events new-group
Reporting
test security NM @ Active Security events new-group
[ test service health @ Active ServiceHealth events new-group
{-'} Backup
% Test-Syman © Active Percentage CPU > 80 AzureVis sal 8/3/2018 3:14 AM
o test © Disabled Percentage CPU > 3 new-group created2008r2 4/1/2019 10:48 AM
r SDN Management
o test2 @ Active Network In < 8 new-group created2008r2 3/29/2019 5:33 AM
° & que @ Active Percentage CPU > 10 TestRg WindowsVh 3/28/2019 5:28 AM
&g Administration
Alerts
@ Server status: Online  Avldambipdate Azure Subscription ‘Pay-As-You-Go'  Add or Update Azure Subscription ‘Pay-As-You-Go'  admin  6/3/2019 1:24:50 PM 6/3/2019 1:24:53 PM  Completed ©10 00 @1

Selecting VM in the object tree on the left pane will display graphs for VM performance counters, VM
info and alerts on the right pane:

Acronis Cloud Manager

Replication Management

o [ry| lg\ B start 4
2 Add subscription d e _‘@ 1@ ‘_J i e @ Deallocate K
& stop
2 iption Configure | Refresh  Create  Import tVM  Dele Connect Configure
L Licensing v Hyper-V VM v | 88 Restart = alerts
Subscriptions Virtual Machines Monitoring &S
Azure Management < Show data for last: ®) 1 hour € hours 12 hours 1day 7 days 30 days
4 [ Azure Subscriptions CPU (average) Network (total)
4 B Pay-As-You-Go [konstantinmalkovgmai...
@ boris2 10 15.00 kB
80%
T AutoTestvM 1200k8
@ mskmesting Gk 2,00 kB
) WindowsVM ,
® 0% 6.00kB
@ vmsaL
&) VMsCLtest 20% 3.00k8
@ created2008r2 1o
5 g 12:30 PM 12:45 PM 1:00 PM 1:15 PM 12:30 PM 12:45 PM 1:00 PM 1:15 PM
@ Percentage CFU ~®- Network In -8 Network Out
Disk bytes (total) Disk operations/sec (average)
400.00 kB is A A A
. 300.00 kB 0.8/s o
fﬁo Hyper-V Management H /s
200,00 kB
0.4s
£, 1zure Management 100.00 k8 02fe
B Lo SO S T S
nll Monitoring 12:30 PM 12:45 PM 1:00 PM 1:15 PM 12:30 PM 12:45 PM 1:00 PM 1:15 PM
~@- DiskRead Bytes —@- Disk Write Bytes ~@-DiskRead Operations @ DiskWrite Operations
Reporting
AutoTestVM
B g Resource Group: AutoTestz Computer Name: AutoTestyM
< Status: Running Operating System: Linux
Location: WestUs Size: Standard Bims
F SDN Management Subscription: Pay-As-You-Go Public IP Address:
Subscription ID: 8144768a-12ac-44b0-B5b4-93434baci29a FQDN:
'.0 Administration
Information | Alert Incidents  Alerts
& Server status: Online  dvldamlipdate Azure Subscription 'Pay-As-You-Go'  Add or Update Azure Subscription ‘Pay-As-You-Go' admin  6/3/2019 1:24:50 PM 6/3/2019 1:24:59 PM  Completed ®1 00 O1
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7.3 Adding and removing Microsoft Azure subscription

First thing you have to do when starting your work with Azure management is to add your Microsoft
Azure subscription to the object tree. To do this, click the Add subscription button on the main
ribbon, which will open the Add subscription wizard:

Add Subscription >
General

General . Specify tenant

Sele: scriptions

Select Subscriptions Tenant:

L Wt

SNy Sninesoftware.onmicrosoft.com o

View app registrations on Microsoft Azure Portal

Application ID:
59543f33-eb34-423f-9dd0-587bd15e 11k &

Application Secret:
EEIYUT/6KoThgEBnSentWagroyMECTpdSWwuM319tnt + i

Finish Cancel

On the first screen, specify your tenant ID, application ID and application secret key. If required, the
link View app registrations on Microsoft Azure portal will open your browser and lead you to
Microsoft Azure portal to review your subscriptions.

Note
You will have to login to your Microsoft account first to be able to view the Azure subscriptions.

Click Next.

On the second screen, select the subscriptions that you want to add to the object tree among
available ones in the list and click Next:
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https://portal.azure.com/#blade/Microsoft_AAD_IAM/ApplicationsListBlade

Add Subscription >

Select Subscriptions
General Select subscriptions
Select Subscripti
ubscriptions Pay-As You-Go
summary

< Back || Mext > || Finish || Cancel

Review the summary on the third screen and click Finish to add the selected subscription(s) to the
object tree:
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Add Subscription >

Summary

General Summary

Select Subscriptions _—
Mew subscriptions: 1

Summary | Pay-As-You-Go
Remove subscriptions: 0

< Back Mext = Cancel

The subscription will be added to the tree.

To remove Microsoft Azure subscription from Acronis Cloud Manager's tree, select the required
subscription in the tree and click the Delete subscription button on the main menu ribbon:

Azure Management

= B C &

Add subscription Delete Refresh Create
subscription Vi

Manage subscriptions

LAzure ManagemE Delete SUhECFI-ptI-DI'I £

4 [3 Azure Subscriptions
4 [3iPay-As-You-Go (konstantinmalkovgmai...:

7.4 Role-based access control

Azure subscriptions are added separately on global and tenant levels. Global administrator can
delegate permissions on Azure subscriptions (full access, separate Azure VMs and/or operations)
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added on global level to global users without administrative privileges and to tenant administrators.
Tenant administrator can delegate permissions to tenant users without administrative privileges.

Permissions for Azure subscriptions are delegated in the standard way as it's done for any other type
of resources (please, refer to the "Managing users, tenants and roles" (p. 42) section above for
detailed information).

Adding Azure resources to global users:

Add User Wizard >
Resources and Roles
Credentials Manage resources and roles for user
Resources and Roles
Summary +'| Use Advanced Resource Based Permissions
Resources Roles
v Find Clear v Find Clear
MName Description Parent Is Enabled Mame Drescription

sm  Pay-As-You-Go ~ ¥ & | Full Access

4 Type: AzureVirtualMachine Bl Basic

s mskmeeting Pay-As-You-Go El  Read-Only

o 50L Pay-As-You-Go

am  AutoTestVM Pay-As-You-Go

am | WMSCL-test Pay-As-You-Go

o WindowsWM Pay-As-You-Go

oa | VMSCL Pay-As-You-Go

aa  boris2 Pay-As-You-Go

o | Win10 Pay-As-You-Go

aa | created2008r2 Pay-As-You-Go

v
< Back Next > Cancel

Select subscriptions and VMs you need to delegate permissions on and click OK to add those
resources to the user. Operations available for each resource are configured in roles settings (please,
refer to the "Managing users, tenants and roles" (p. 42) section above for detailed information).
Tenant administrator is able to do the same on tenant level.

Adding Azure resources to tenant:



Infarmation
Administrataors
Users
Resources

Summary

Manage tenant resources

Resources

A Add u Add objects to tenant = o X
MName

om | AutoTestVM . Find Clear
sl mskmeeting Mame Object Type | Parent Fgdn P
sm | Pay-As-You-Go [} SnineMgr | VirtualMac... DEV-NODE1 | 5nineMagr....  192.168.5.12... ™
um  S0L [ DEV-DCN... VirtualMac.. DEV-MODE1 DEV-DCM.. | 192.163.5.11..
% Wirtual Machines T Public VirtualMet...  DEV-MODE2
J | VM3 ffrom Template basd E DEV-MODE1  Host cluster
am | VMSCL-test sw |+ Windows... | AzureVirtu... Pay-As-Yo...

[ DEV-DCM... | VirtualMac.. DEV-NODE2 DEV-DCM.. | 192.168.5.11..

B DEV-NODE2 | Host cluster

o | [] VMSCL AzureVirtu..,  Pay-As-Yo..

. baoris2 AzureVirtu... | Pay-As-Yo...

L im0 Aziralfirtyy Daxw Ac ¥ g

Selected count: 2

Cancel
< Back Mext = QK Cancel

7.5 Configuring Azure licensing

Azure management part is licensed per VM. Initially, a free license is installed by default, which

includes quota for a maximum number of 5 virtual machines from the cloud. Azure license is installed
and works separately on a global level and for each tenant. Default 5 VM licenses are only available to
global users and additional Azure VM licenses can be purchased which requires a separate license file.

Without the valid Azure license, Acronis Cloud Manager will still display Azure VMs, but all of them will
be inactive and inoperable - no actions against them will be possible. After installing the Azure license,

you will need to configure it - select VMs from your added Azure subscriptions that you need to be

active and available for management. To configure the license, click the Configure Licensing button

on the main ribbon:



Configure Licensing #

Configure
Configure Add Azure virtual machines which you want to be licensed
| Add | | Remaove |
| MName Al Status | Resource ... | Location Size 05 Disks Public IP

E,' aTEST21 Running AutaTest East US Standard B... Windows 1 (31 GiB) 104.211.20.136
A | NewlinuxV.. | Stopped testRG East US Standard B... Linux 1 (30 GiBE) -

E,' New'M Running Yarosh Central US Standard AD  Windows 1 {127 GiE) -

E",' RouterVM Running ApplianceRG | East US Standard B... Windows 1 (127 GIE} 40,87 46,74
A | Ubuntu Stopped ApplianceRG  East US Standard AQ | Linux 1 (30 GiB) -

A | uUbuntuTes.., | Stopped (d... MyResourc.. East US Standard B... Linux 1 (30 GiBE) -

You can register up to % virtual machines

| Ok | | Cancel |

The wizard displays virtual machines that have been already selected from the subscription(s) limited
by max number of the license quota. It is written in the lower part of the wizard how many VMs you
may currently register. To add new VMs from the subscription click the Add button:
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5 e E R s

£
=
=

Lol E ENCE

=
EX

Mame -
aTEST21
CentosWvi
created2d..,
MewLinux.,,
M ew Vi
Router'Vid
SadTinyC...
0L
SymonTEST
Ubuntu
UbuntuT...
WVM2TTES...
winlé-testl

Windows...

Configure Licensing

Status
Running
Stopped (..
Stopped (..
Stopped
Running
Running
Running
Running
Running
Stopped
Stopped (..
Running
Running

Running

You can choose up to 9 virtual machines

Resource ..,
AutoTest
MyResour...
new-graup
testRiG
Yarosh
Appliance...
MyEesour...
AzureVils
testRG
Appliance...
MyResour...
testRi
AutoTest
TestRg

Location
East US
East U5

Morth Eur...

East US
Central U5
East LIS
East U5
East U5
East LS
East Us
East U5
East U5
Central U5
Central US

Size

Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...
Standard ...

Clear

05 Disks
Windows 1 (31 GiB)
Linux 1
Windows | 1 (30 GiB)
Linux 1 (30 GiB)
Windows 1 (127 GiB
Windows 1 (127 GiB)
Linux 2
Windows 1127 GiB)
Windows 1127 GiB)
Linux 1 (30 GiB)
Lirux 1 (30 GiB)
Linux 3
Windows |1
Windows 1

oK

Public IP
104.211.20....

40.87.46.74

Cancel

Choose VMs, using your mouse, Shift+Ctrl keys as needed, then click OK in the dialog window and
on the main window of the wizard. Selected VMs will become active and available for management.

7.6 Creating/deleting VM

To create a new Azure VM, click the Create VM button on the main ribbon. The Create Azure
virtual machine wizard will open:
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Create Azure Virtual Machine *

Resource group

Resource group Select resource group
Images

Select resource group which will hold new virtual machine
Basics :
Size Resource group: |ﬁzure‘u‘r\-15 |v| | Create...
Settings Location: |East Us [~]
Summary

| < Back || Mext > | Finish

Select resource group and location, create the new resource group if necessary - click the Create
button to the right from the Resource group field.

Create resource group x

Mame: |New_resnurce_grnup |

anatinn:|centralus |v|

Ok | | Cancel |

Type in the name and select the location.Then click Next.
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Create Azure Virtual Machine *

Images

Resource group Select image
Images

Popular  All
Basics
Siza Windows Server 2016 |v|
Settings
Summary

| < Back || Mext > | Finish

Either select one of popular images, or specify publisher, name of group of related images and SKU.
Click Next.
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Create Azure Virtual Machine

Resource group
Images

Basics

Size

Settings

Summary

Images

Select image

Popular  All

The organization that created the image

Publisher:| Snine software inc

£
MName of a group of related images created by a publisher
Offer: |5r1ine smart firewall |v|
Aninstance of an offer, such as a major release of a distribution
-]

SKEL: |5nine smart firewall

Eefore you can use some marketplace image, you must enable the image for programmatic use. In the
Azure portal, find the marketplace image that you want to use and then click "Want to deploy
programmatically? Get Started ->°. Enter any required information and then click Save.

| < Back || Mext > | Finish

Cancel

Enter VM name and credentials - user name and password. Click Next.

Create Azure Virtual Machine X
Basics

Resource group Set basic settings
Images

. MName |NewVM |
Basics
S User name: |UserName |
Settings Password: |oooooooooooo |
Summary Confrim password: |uuuuuu |

| < Back | | Mext > | Finish
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Select available VM size. Click Next.

Create Azure Virtual Machine *
Size

Resource group Choaose virtual machine size

Images

sasics

-

Settings Name | Memory, GIE Resource disk size, GiB Max data disks

e 4 06 disk size, GiB: 1023 £
4 yCPU:1
Standard_B1ms 2 4 2
Standard_B1s 1 2 2
Standard_D51_v2 3.5 T 4
Standard_F1s 2 4 4
Standard_aA0Q 0.8 20 1
Standard_A1 1.8 70 2
Basic_AQ 0.8 20 1
Basic_Al 1.8 40 2
Standard_D1_v2 3.5 50 4
Standard_F1 2 16 4
Standard_A1_v2 2 10 2
Chmmdard A se en A

|:| Hide unsuitable virtual machine sizes

< Back || Mext > | Finish

Set IP addresses. Click Next.
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Create Azure Virtual Machine *

Settings

Resource group Configure optional features
Images
A network interface enables an Azure Virtual Machine to communicate with
Basics internet, Azure, and on-premises resources
Size Address space: |1{!.1.l}.ﬁ,.f24
Settings (®) Dynamic private [P
Summary

() Static private IP |

(®) Without public IP

() With public IP

DMS name label | LeafDMSLabel

< Back || Mext > | Finish

Review the summary and click Finish.

Create Azure Virtual Machine X
Summary
Resource group Summary
Images -
Mame: NewVM, Location: eastus, UserMame: UserMName, Password: ****=#***%*%* BesgurceGroup:
Basics Microsoft.Azure.Management.ResourceManager.Fluent.ResourceGrouplmpl, SizeMame: Standard_BE1ms,
: AvailabilitySet: , Networklnterface: , SelectedVirtualMachine: , SKL:
Size Microsoft.Azure.Management. Compute. Fluent.VirtualMachineSkulmpl, Storagefccount: |, StorageKey: |

AddressSpace: 10.1.0.0/24, |sDynamicPrivate: True, Is\WithautPublic: True, Privatelp: , LeafDMNSLabel: LeafDMNSLabel,

Settings KnownVirtualMachinelmage: Windows5ServerTechnicalPreview, [sknownQ5: False

Summary

Mext > | Finish || Cancel |
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To delete Azure VM, select it, make sure it is in stopped state, and then click the Delete VM button on
the main ribbon.

7.7 Editing VM

To edit Azure VM, you need to deallocate its resources first. Select virtual machine and click the
Deallocate button on the main ribbon:

Acronis Cloud Manager

Azure Management Replication Management
e I A] Start
3 Add subscription d c 14 & sta A Deallocate
4 N stop
[ Delete subscription Configure | Refresh Create mport Edit VM Delete Connect Cx
; Licensing VM HyperV VM /| 38 Restart =
Subscriptions Virtual Machines Monitaring

When the process is finished (you may control this using Jobs dialog window), click the Edit VM
button on the main ribbon. The Edit Azure virtual machine wizard will be opened:

Edit Azure \Virtual Machine X
Disk

Disk . Choose disk operations

Size

Settings Name Size in GB Create disk

: } nﬂ 5 Linux 30

ummary rﬁ ﬁ Data 1 Edit disk

Detach

Finish Cancel

The following actions with virtual disk are available on the first screen: create new disk, edit disk and
detach disk.

1. To create virtual disk, click the Create disk button.
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Create disk X
MName; Data

Size: 127

Cancel

Enter the name for a new disk and its size, and then click OK.

2. To edit the virtual disk, select it and click the Edit disk button.

Edit disk X
MName: Data
Size: 30

Cancel

Edit the necessary parameters for the virtual disk (name and/or size), and then click OK.
3. To detach virtual disk, select it and click the Detach button.
Click Next.

On the next screen, select the new size for Azure VM if necessary. Click Next.

Edit Azure Virtual Machine *
Size

Disk Choose virtual machine size

Size

Settings

Summary Name vCPU 05 disk size, GIE | Memaory, GiB Resource disk s... | Max data disks
Standard_D13 8 1023 56 400 32 A
Standard_D14 16 1023 112 200 =
Standard_B1ms 1 1023 2 4 2
Standard_B1s 1 1023 1 2
Standard_BZms 2 1023 3 16 4
Standard_EB2s 2 1023 4 8 4
Standard_B4ms 4 1023 16 32 ]
Standard_B8ms 8 1023 32 &4 16
Standard_D51_v2 1 1023 3.5 7 4
Standard_D52_v2 2 1023 7 14 ]
Standard_D53_v2 4 1023 14 28 16
Standard_D54_v2 8 1023 28 56 32
Standard_DS55_v2 16 1023 56 112 B4
Standard_D511... 2 1023 14 28 ]
Standard_D511... 2 1023 14 28 ]

Hide unsuitable virtual machine sizes
< Back Finish Cancel

On the next screen, edit Azure VM P settings, if necessary. Click Next.
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Disk
Size
Settings

Summary

Edit Azure Virtual Machine *

Settings

Configure optional features

A network interface enables an Azure Virtual Machine to communicate with
internet, Azure, and on-premises resources

10.1.0.0/24

Address space:

'é' Dynamic private |P

() Static private IP |

(®) Without public IP

() With public IP

DMS name label | LeafDMSLabel

< Back || Mext > | Finish

Review the summary and click Finish.

Edit Azure Virtual Machine s
Summary
Diisk Summary
Size -
Detach disk Data 1 GB
Settings
Summary
Mext > | Finish | | Cancel |
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7.8 Editing tags

Tags, which are used in Microsoft Azure to categorize and logically order resources, can be edited
using Acronis Cloud Manager GUI. To view and edit tags, select either the root branch of the object
tree or the exact subscription to view Azure VM list:

Azure Management <
~ | [Filter by tags - Clear
4 [3): Azure Subscriptions ~
4 [@ Pay-As-You-Go [konstantinmalkovg... Name - | Status Resource Group | Location Size 0s Disks Public IP Tags
= sa @ | ATEST29 Stopped (deallo... Yarosh Central US Standard AD Windows 1127 GiB)
? RO & | Centosvm Stopped (deallo... TestRg Central US Standard DS1v2  Linux 2 -
S5 MNewVM
ET CentOSym @] | created2008r2  Running new-group North Europe Standard B1s Windows 1 (30 GiB) 23.100.49.249 [CreatedBy : Pavel... -
B] mskmeeting & Kolibrios Stopped (deallo... SadkovTest North Europe Basic AD Windows 1 - [CreatedBy : Anton] -
@& WindowsVM & | Lubunbtu Stopped (deallo... SadkovTest North Europe Basic AD Linux 2 -
) ATEST29 ¥| | B  mskmeeting Running TestRg Central US Standard DS1v2  Windows 2 (128 GiB) 23.99,134.43 [key: value]
""" NewVM Running DeleteMe Central US Standard A2 Linux 1 (30 GiB]
»
GO Hyper-V Management & | NewvM Stopped (deallo... SadkovTest North Europe Basic AD Linux 1 (30 GiB)
@ | WoWame-Abox312 Stopped (deallo... SadkovTest Narth Europe Basic AD Linux 1 (30 GiB)
.| @  sadkovbuntuC  Stopped (deallo... SadkovTest North Europe Basic AQ Linux 1 (30 GiE)
Azure Management 3
oppe ureVis as andard B1ms indows i - arosh : tes
/s 9 sQL Stopped AzureVh East US Standard B1 Wind 1(127 GiB h: test]

The Tags column shows tags for each object:

Tags

[CreatedBy : Pavel... |-
[CreatedBy :Antun]--@

[key : value] e

Click the button located to the right from each row to open the Edit tags dialog:
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Edit Tags x

Tags
Tags Add, update or remowe tags for the virtual machine
Add | | Eemove |
Key | Value
CreatedBy Anton

OK | | Cancel

To add the new tag, click the Add button and type in its parameters, and then click OK:

Add Tag X

Key | CreatedBy |

Value | Anton |
ok || cancel |

To remove the tag, select it and click the Remove button.

At the end, click OK in the Edit tags dialog to complete the operation.

7.9 Importing Hyper-V VM into Azure

Note
Only stopped VM can be imported into Microsoft Azure.
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To import Hyper-V VM into Azure, select it, make sure it is in stopped state, and then click the Import
Hyper-V VM button on the main ribbon. The Import Hyper-V VM wizard will be opened:

Import Hyper-V VM X

Choose existing VM

Choose existing VM < Choose existing VM

Resource group

Easics ki

L varosh22JunE
S L vmz7TESTYarosh
Settings ;l VM5
Summary |:|_,| R2DC

|;| Test-ren-boris
C) RZMGMT Server
G} vm3

G vmz

L) v

Cancel

On the first screen, select VM that needs to be imported into Microsoft Azure. Click Next.
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Import Hyper-¥ ViV

Resource group

Choose existing WM Select resource group

Resource group
Basics

Size

Settings Location:

Summary

Select resource group which will hold new virtual machine

Resource group: |cIoud-shell-storage-westeurope |v| Create...

|West Europe |V|

westeurope. cdoudapp.azure.com

Storage Account: | csb3144768a12acd4b0x85b [~]

| < Back || Mext > | Finish

On the next screen, select resource group, location and storage account. To create the new resource
group, click the Create button to the right from the Resource group field:

Create resource group

Pt

Mame: |New_resnurce_grnup

anatinn:|CentraI us

|v|

Ok

| | Cancel |

Enter the name for the new resource group and select the location. Click OK. Click Next in the main

window.
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Import Hyper-¥ ViV

Choose existing WM
Resource group
Basics

Size

Settings

Summary

Basics

Set basic settings

Name VM2 |

User name: |User|‘-lame |

Password: | |
|

Confrim passwoard:

| < Back || Mext > | Finish

On the next screen, edit the name for virtual machine as it will appear in Microsoft Azure. Only this
parameter can be edited. Click Next.
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Import Hyper-V VM X

Size

Choose existing VM Choose virtual machine size

Resource group

Basics

Size Name vCPU 05 disk size, GIE | Memaory, GiB Resource disk s... | Max data disks

Settings Standard_sA2 2 1023 3.5 135 4 A
Standard_A3 4 1023 i 285 8

Summary
Standard_AS 2 1023 14 135 4
Standard_s4 8 1023 14 605 16
Standard_A& 4 1023 28 285 8
Standard_A7 3 1023 56 605 16
Basic_A2 2 1023 3.5 &0 4
Basic_A3 4 1023 7 120 2
Basic_Ad 2 1023 14 240 16
Standard_D1 1 1023 3.5 50 4
Standard_D2 2 1023 7 100 2
Standard_D3 4 1023 14 200 16
Standard_D4 2 1023 28 400 32
Standard_D11 2 1023 14 100 2
Standard_D12 4 1023 28 200 16
Hide unsuitable virtual machine sizes

< Back | | Mext > | Finish
Select size for VM. Click Next.
Import Hyper-V VM X
Settings

Choose existing VM Configure optional features

Resource group
A network interface enables an Azure Virtual Machine to communicate with

Basics internet, Azure, and on-premises resources
Size Address space: |1{!.1.l}.ﬁ,.f24

Settings (®) Dynamic private IP

Summary

() Static private IP |

(®) Without public IP

() With public IP

DMS name label | LeafDMSLabel

Upload speed limit in Kb/s [0 - if none): 1024

L | Windows

) Linux

| < Back || Mext > | Finish
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Configure the following settings for VM:

= |P addresses;

m Upload speed limit in Kb/s (0 - if none);

m Guest OS type.

Click Next.

Import Hyper-¥ ViV

Choose existing WM
Resource group
Basics

Size

Settings

Summary

Summary

Summary

Azure import VM settings:

Azure virtual machine: VM2

From Hyper-W virtual machine: WM27TESTyarosh

Location: westeurope

ResourceGroup: cloud-shell-starage-westeurope

Size: Standard_F1s

UserMame: UserName

Password:

AddressSpace: 10.1.0.0/24

|sDynamicPrivate: True

Privatelp:

IsWithoutPublic: True

LeafDMSLabel: LeafDMSLabel

05 Linux

Disks:
Hard Drive on SCS1 controller number O at location 0 (129 Ghb)
Hard Drive on SCS| controller number 0 at location 1 (6 Gb)
Hard Drive on 5C51 controller number O at location 2 (4 Gb)

Max upload speed 1024 Kb/s

Estimate upload time: 00:00:12

< Back lext >

Cancel

Review the summary and click Finish.

7.10 Configuring Azure monitoring alerts

To configure Azure monitoring alerts, click the Configure alerts button on the main ribbon.
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Configure Alerts

Refresh Add metric  Add activity Edit  Disable Delete
alert [classic) log alert

Alerts management

Mame | Status Condition Resource Group Resource Last Fired

log alert for ADM N &@ Disabled Administrative events new-group

tesT recomendation @ Active Recommendation eve... new-group

test Policy MM @ Active Policy events new-graup

test admin MM & Disabled Administrative events new-group

test autoscale @ Active Autoscale events new-group

test security MM @ Active Security events new-group

test service health @ Active ServiceHealth events new-group

a4 test & Disabled Percentage CPU > 3 new-group created2008r2 6/27/2018 5:57 AM
o test2 @ Disabled Metwork In < 7 new-group created2008r2 6/27/2018 5:57 AM

There are two types of alerts - metric alert (classic) and activity log alert. Metric alerts contain
numerical data, such as, CPU percentage, disk write/read operations in bytes and sec, network
performance etc. Activity log alerts contain information about various services, security issues and
actions.

7.10.1 Configuring metric alerts

To add metric alert, click the Add metric alert (classic) button on the main ribbon. The Add metric
alert (classic) wizard will be opened:
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Add Metric Alert (classic) 4
General

General General
Criteri

riteria L
L | Metric 1 CPU Q|

Description:
< Back Mext > | | Finish | | Cancel

On the General screen type the name and description (if necessary) and click Next.
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General
Criteri
Motify Via

Add Metric Alert (classic)

Criteria

Criteria

* Resource group:

| AzureVMs

* Resource:

|saL

* Metric:

| Percentage CPU

0.8

0.6 -

0.4

P

0.2

0 T

6/29/2018

Condition:

* Threshold: Period:

Greater than

|v| | 'I| |Dﬂ'erthe|ast5minutes |v|

| < Back || Mext > || Finish || Cancel |

On the next screen, specify the criteria for the alert - resource group, resource, metric, condition,

threshold and period. Click Next.
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Add Metric Alert (classic) 4

Notify Via
General Notify Via
Criteria : :
+'| Email owners, contributors, and readers
Motify Via
Additional administrator email(s):
emaill@azuremanitoring.com I
Webhook:

- Oy

https:/fazuremonitoring.com/monitor/bce35g67-%308-6t3y-j385-alabebedd3Badiwa=ws &

< Back ] Finish Cancel

On the last screen determine, whether and who should be notified - email owners, contributors and
readers associated with Microsoft Azure subscription and/or additional email addresses, and/or
specific http/https endpoint, where the alerts should be sent. Click Finish.

To edit the metric alert, select it in the Configure alerts window and click the Edit button on the
main ribbon. Then repeat the same actions as when adding the alert - edit alert settings as required.
To remove the metric alert, select it in the Configure alerts window and click the Delete button on
the main ribbon.

7.10.2 Configuring activity log alert

To add activity log alert, click the Add activity log alert button on the main ribbon. The Add
activity log alert wizard will be opened:



Add Activity Log Alert

General

General

General

Criteria

Alert Via

* Activity log alert name:

Activity log alerts are Azure Resource Manager resources, Your alert’s name must be unique
within the Resource Group it is associated with.

|5ecurit].r log @|

Description:
A description to describe the purpose of the alert.

* Subscription:

The Subscription in which the alert will be saved.

|Pay-As-‘|"nu-ch [konstantinmalkovgmail.onmicrosoft.com] |v|

* Resource group:

The Resource Group the alert will be associated with.

|ﬁ-zure‘ufr'.-'|s |v|

< Back Mext > || Finish || Cancel

On the General screen, specify the following parameters - activity log alert name, description (if
necessary), Microsoft Azure subscription and resource group. Click Next.
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General
Criteria
Alert Via

Add Activity Log Alert

Criteria

Criteria

* Event categony:

Events in the Activity Logs are assigned to categories. Choose which category of events the
alert will evaluate as part of its criteria.

Security

The properties of Security events this alert will monitor.

* Resource type:
* Resource group:

* Resource:

* Operation name:

* Level:
* Status:

Event initiated by:

| Action groups (Microsoft.Insights/ActionGroups) o~
| AzureVMs o~
5 [
| Action group write (ActionGroups) Q||
o [
i [
| Azure Admin 0|
< Back | | Mext > | | Finish | | Cancel

On the next screen, specify criteria for the activity log alert. Events in the activity logs are assigned to
categories. First, select the required category, then select properties. The All value that is set by
default will include all values in each property. Also, you may type the name or another ID of the
person who created the alert, if required. Click Next.
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Add Activity Log Alert x

Alert Via
General Alert Via
Criteri
rikena Action group:
Alert Via
Mew  Existing

* Action group name: | Azure Security Alerts 0|
* Action short name: |ﬂ-zureSec a‘|
Actions:
Action Name |Actic|r1 Type |
Maotify Email/SMS/Push/Voice Details...

1]

Mext = ¢ Finish || Cancel

On the last screen, specify notification actions associated with the alert. You can configure the new
group or select the existing one.

To configure the new notification action group, stay on the New tab and enter full and short name
for the new group. Then specify action name and type.

Click on Details link. The following dialog will be opened:
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Email/SMS/Push/Voice X

* Action name:
Motify
+'| Email

azureadmin@server.com

+'| SMS
Carrier charges may apply.
Country code: * Phone number:

CYASY
1 * | | 0000000

| Azure app push notifications

Learn about the connecting to your Azure resources using the Azure app.

AZUre@server.com

+'| Woice
Country code: * Phone number:

1 * LR T

Cancel

Fill up the parameters for notification methods as required - email, SMS, push and/or voice. Click OK.
You may add several actions into the new group.

To select the existing action group, move to the Existing tab:
Action group:
Mew  Existing

* Action group:
alerts for MM ud

Select the required action group from the drop-down box.
Click Finish on the wizard when you complete the operation to add the new activity log alert.

To edit the activity log alert, select it in the Configure alerts window and click the Edit button on the
main ribbon. Then repeat the same actions as when adding the alert - edit alert settings as required.
To remove the activity log alert, select it in the Configure alerts window and click the Delete button

on the main ribbon.



7.11 Hyper-V VM replication into Azure

The Azure management plugin provides ability to replicate Hyper-V VMs into Azure, which acts as a
replica server instead of the other Hyper-V server since that happens in the Hyper-V replication
environment. This Acronis Cloud Manager feature is managed on the Replication management
tab:

o - Acronis Cloud Manager

Home [EMEN Il Replication Management

= -

B cC | v < o

Replicate  Refresh | Planned Failover Test Failover CleanupTest | Comp mmit | Resynchronize  Change Reve Disable
Hyper-V VM Failove Failover Migrat Reco n | Replication

Replication = &
Azure Management < =
4 B Azure Subscriptions
Name | Health Status Adtive Lacation

4 B Pay-AsYouGo
A RecoveryServicesVault @ VMscL Critical Protected Primary
A recovenyVault
A YaroshVMYauit

'bo Hyper-V Management
/& Azure Management
nli Monitoring
Reporting

Backup

S O m

® SDN Management

..9 Administration

© Serverstatus: Online p dev.5nine.com\Sninelogon Authenticate windows user DEV\Snine, lient IP: 192.168.2.92 DEV\Snine  6/17/2019 10:24:11 AM 6/17/2019 10:24:12 AWM Completed Q0 00 B0 4

To start Hyper-V VM replication into Azure, first select the subscription to which VM will be replicated.
To be able to start replication into Azure using Acronis Cloud Manager, the recovery vault with all
necessary parameters must be configured on Azure portal for the selected subscription.

Click the Replicate Hyper-V VM button on the main ribbon.

Configure replication parameters:
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Replicate Hyper-V ViV *

Source
Source Select your source environment
Target
Antual Machines Recovery vault: |YaroshVMVault |V|
Properties Hyper-V site: | YaroshHyperysite | - |

Replication Settings

Select the recovery vault and Hyper-V site. These parameters must be configured on Azure portal in
advance. Click Next.
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Replicate Hyper-W Vv *
Target

Source Select your target settings for recovery

Target

I e T Storage account: |yarnshstnrage |v|

Properties Configure Azure network settings now

Replication Settings
virtual network: vnet0c1193779a82 R
Subnet: |subnet1 |v|

< Back ‘ | Mext = Finish Cancel

Configure the target settings for recovery - storage account, virtual network and subnet. Click Next.
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Replicate Hyper-V VM x

Virtual Machines

Source Select virtual machines you want to replicate

Target
|Name Generation

W3
WistaticMEM
WACL

W4

WMSCL

Diffyi

R2DC

WS
R2ZMGMT-5erver
W2

Virtual Machines
Properties
Replication Settings

I N

[RSTRIN LS SR CE RN X I X R SN TR oS I N

< Back || Mext = Finish

Select virtual machines for replication. Click Next.
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Replicate Hyper-V Wi *
Properties
Source Configure properties for selected virtual machines
Target
. . Default O5 type: |Windnws |v|
Virtual Machines
Properties MName | 05 Type 05 Disk
Replication Settings VI5SCL Windows Microsoft.Azure.Manageme...
| < Back | | Mext = Finish . Cancel

Select the operating system of the VM (Windows/Linux). Click Next.
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Replicate Hyper-V VM x
Replication Settings

Source Configure replication settings

Target

Virtual Machines Frequency at which changes will be sent to the Replica server: 5 minutes b

Properties Coverage provided by additional recovery points (in hours): 2=
Replication Settings
App-consistent snapshot frequency (in hours): 1=

Initial replication start time:

® Start replication immediately

Start replication on:

< Back Finish

Configure the general replication settings:

m Frequency to send changes to the Replica server (Azure).
m Coverage period in hours, which additional recovery points provide.
m Application-consistent snapshot frequency in hours.

m Replication start time: immediately upon completing the replication configuration wizard or
deferred start (at which moment in the future).

Click Finish to save replication configuration settings and start replication in accordance with the
configured schedule.

Other replication operations available: failover, test failover, planned failover, commit failover,
complete migration, resynchronize, change recovery point, reverse replication. Disabling replication
into Azure will erase the replicated VM from Azure and, if configured, stop the replication on the VM:



Disable Replication >

(®) Disable replication and remove (Recommended)

This will remove the replicated item from Azure Site Recovery and the replication for the
machine will stop. Replication configuration on source will be cleaned up automatically. Site
Recovery billing for the machine will stop.

I Remove

This will remove the replicated item from Azure Site Recovery, Replication configuration on

source will not be cleaned up. Use this option only if the source environment is deleted or not
accessible,

OK Cancel

154 Copyright © Acronis International GmbH, 2003-2020



8 Hyper-V monitoring

Acronis Cloud Manager provides basic capabilities for cluster, host and VM monitoring. The
Datacenter view provides consolidated data for the entire environment.

8.1 Datacenter monitoring

Datacenter monitoring contains consolidated data for all managed objects - clusters, hosts and
virtual machines. It also displays datastore information and the list of latest alarms.

ud Manager

Summary

& admin

@ Server status: Online

Storage Discovery Storage Discovery admin

8.2 Cluster monitoring

Cluster monitoring has the following tabs containing information about cluster performance

indicators:

= Summary.
= Disk.

155

sonsaizaory [EEI 63201941244 P Completed

c
Dynamic Refresh
Optimization ~
General &
Monitoring < Object Summary Hosts Health Virtual Machines Health
5] ..
Hosts 2
Windows Server 2016 Standard: «
s Clusters 1
Tome Windows Server 2016 Standard:
4 = Datacenter Datastores 10
+ H8 2016Dev-Cluster VM Storages: 4 u
Backup Storages: 2 : I\ Healthy I Healthy
1O Libraries: 2 4@ Warning Warming
Templabs LRAEas I\ Critical Error I Critical Error
VMs 19 bt
Datastores
Name Purpose Tipe Location Path Capacity
5 Virtusl Machine VM Storage csv NODE? CACusterstoragevolumeidatastore | N S | 5<.6 GG free of 520.0GB
£ smb_backup Backup Storage Network Share c Catest! I T 125 GBfreeof 111.4GB
5 test_stor VM Storage csv Crcusterstoragewoumezston | NOET I | 66.2 G6 free of 5200 GB
;B test 150 Library Loca caiso 9.2 GBfree of 111.0 GB
Oa Hyper-¥ Management Y8 smb VM Storage Network Share \node2\test! 9.2 GB free of 111.0GB
BS test Template Library Local Chyarosh2 T oo GE e of 111.0GE
/\ Azure Management §} test_st VM Storage csv CAQusterStorage\Volume\ST 66.2 GB free of 520.0 GB
ES Backup Backup Storage csv [< ragevolumezackues (NG 54.6 GB free of 520.0 GB
S foriso 150 Library csv C:\QusterStorage\Volume2iiso T T - GEfrec of 520.0GB
|||| Monitoring ES Template Template Library csv CAClusterStorage\Volume2\TEMPLATE 3 54,6 GB free of 520.0 GB
Latest Alarms  Source Filters 58| [5G Type Filters [ &) @
E REpEang Trpe Time ~ Source Info Repeat Count
@ Waming  11/29/2018 5:46:27 PM [E] NoDE Metric ‘CPU Guest Runtime (3] is Out of normal values range = ~
€23 sackup © Warning | 11/20/2018 546:17 M [E] NODE1 Metric CPU Total (5] Is out of nomai values range b
© Warning | 11/29/2018 54617 PM 3 NODEZ \ Snine -Service2 Wetric ‘CPU Total (%] is out of nomal values range m
@ Error 11/29/2018 459:35 PM [ noper Microsoft-Windows-Hyper-V-VMMS: 16300: Cannot load  virtual... 132 Resoh
8 SDN Management @ Warning | 11/29/2018 12:26:17 PM [ NODE2 \ de3 Metric ‘Disk Latency is out of nomal values range 12
@ waming  11/29/2018 12 2 NODET \ Windows2016RTM  Metric ‘Disk Latency’ is out of normal values range 2
:6 A rd s © Eror 11/29/2018 12 L NODE! \ Windows2012R2  Metric Disk Latency'is out of normal values range: 1
@ Warning  11/292018 g NODE1T \ WINDOWS16TEST2  Metric ‘Disk Latency is out of normal values range 2
© Error 11/29/2018 12- ] NODE1 \ WINDOWS16TEST  Metric ‘Disk Latency’ is out of nommal values range 1
@ Warning  11/29/2018 12: 3 NODET \ VM3 Metric 'Disk Latency’ is out of nomal values range 5

©220 00 01
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Acronis Cloud Manager

Summary
a..n] c
Dynamic Refresh
Optimization *
General '
Monitoring < Cluster Summary Nodes Health Virtual Machines Health
E]
Name 2016Dev-Cluster.dev.local
Nodes 2
Virtual Machines 19 1 (50%)
Tome Current Host Server ~ NODE1
4 B patacenter Networks Cluster Network 3, Cluster Netwo
4 8 2016Dev-Cluster Subnets 51Pv4 and 1 IPv6
+ H nooer Storage Spaces Direct  Disabled
I Healthy I Healthy
B Warning Wamning
I Critical Error I Critical Error
Cluster Disks
Name Status Assigned to Owner Node Disk Number Capadity
» Rl Qusterisk 1 Oniine Cluster Shared Volume NODE2 3
» B Cluster Disk 3 in NODE1 2 7%
00 Hyper-¥ Management R o = | 0
» Pl Cluster Disk 2 Oniine Cluster Shared Volume NODE1 1
S\, raure Management < 5

Latest Alarms Source Filters &8 [5G Type Filters [€)| @
nll Monitoring

Troe Time ¥ Source Info Repest Count
© Warning  11/29/2018 546:27 PM [E] noper Metric ‘CPU Guest Runtime (%" out of normal values range % A
Reporting @ Waming  11/29/2018 5:46:17 PM [ERT Metric ‘CPU Total (%) is out of normal values range 76
@ Warning  11/29/2018 5:46:17 PM 3 NODE2 \ Snine-Service2 Metric ‘CPU Total (%] is out of nomal values range pred
‘-:} i © Eror 11/29/2016 459:35 PM [ noDEr Microsaft-Windows-Hyper-V-VMMS: 16300: Cannot load a virtual... 132 Resolve
@ Warning | 11/29/2018 1226:17PM [ NODE2\ de3 Metric Disk Latency'is out of nomal values range 12
© Waring  11/28/2018 122138 PM L NODE1 \ Windows2016RTM  Metric Disk Latency is out of nomal values range 2
t SDN Management Q Error 11/29/2018 1221:35 PM I NODE1 \ Windows2012R2 Metric ‘Disk Latency’ is out of normal values range 1
@ Waming  11/20/2015 1221:33 PM ] NODE1 \ WINDOWS16TESTZ  Metric Disk Latency'is out of nommal values range 2
. " © Eror 11/28/2018 122131 PM 3 NODE1\ WINDOWS16TEST  Metric Disk Latency is out of normal values range 1
g AmeEttion © Warning | 11/29/2018 12:21:29 PM CJ NODET '\ VM3 Metric Disk Latency’is out of nommal values range 5
© Eror 11/28/2018 12:21:26 PM 3 NODET \ VM2 Metric Disk Latency'is out of nomal values range 1
© Warning | 11/29/2018 1221:26 PM L NODET \ SCVMM2016 Metric Disk Latency is out of normal values range 2 4
@ Server status: Online &, admin Storage Discovery Storage Discovery admin  6/3/2019 4:12:40 PM 'm 6/3/2019 41244 PM  Completed ®»0 00 01

Note
Summary contains consolidated data for the cluster, overall nodes health diagram, overall VMs

health diagram, cluster disks info and the list of latest alarms.

The Disk tab shows detailed diagram for CSV volumes I/0 and historical data.

Acronis Cloud Manager

Summary
Refresh
Gene o
Monitoring <
Csv /o
5]
018
Name
0.15
4 5 Datacenter
4 B8 2016Dev-Cluster
C
5 012
0.09
0.06
00 Hyper-V Management
0.03
A\, raure Management
R e B T Pl o I e
1l Monitoring 454PM 5:01 PM 508 PM 5015 PM 5:22PM 5:29 PM 536 PM 543 PM
Instance | _Total v] crartviews |csvio ~|  Period | Past hour v
Reporting
Chart Legena
Key Hame
£} sacky
<t P | | 10 Read Bytes/sec
1 | 10 Write Bytes/sec
&8 son Management
g Administration
@ Server status: Online & admin Storage Discovery Storage Discovery admin 63201941240 PM | ECESI 6/3/2019 41244 PM  Completed ©2 0o 01
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8.3 Host monitoring

Host monitoring has the following tabs containing information about host performance indicators:

= Summary.
= CPU.

= Memory.

= Network.

m Disk.

The Summary tab contains consolidated host information, VM states and health diagrams, host
disks information, CPU total usage (%), memory consumption (Mb), disk read/write speed (MB/sec)
and network in/out traffic (MB/sec) and the list of latest alarms.

Acronis Cloud Manager

IO Py Memory  Network  Disk
ol
H c
Dynamic Refresh
Optimization *
General
Monitoring < Host Summary Virtual Machines Health Virtual Machines State
Bl
Name NODE1.dev.local
Virtual Machines 14
= # of Processors 2
e # of Processor Cores 8 [ 10 (71%)
4 B Datacenter Networks devlocal, devlocal, devlocal, Unide
4 8 2016Dev-Cluster Subnets 5 IPvd and 8 IPv6 14 (100%)
5 nooet
» & nobez
I\ Healthy
Warming
I\ Critical Error I Running
Host Disks
Name Capacity
» Rl #0INTEL SSDSC288120G4 ATA Device (IDE) 89.0% 123 GB free of 111.8.GB
Cfa Hyper-V Management
S\, Aaure Management
Latest Alarms Source Filt Type Filtes
uli Monitoring urce Filters [[5) [E Type Filters |3 /@)
Trpe Time > Source Info Repeat Count
@ Warning  11/29/2018 5:46:27 PM [E noDE1 Metric ‘CPU Guest Runtime (%)’ is out of normal values range P13 A
E Reporting @ Warning | 11/29/2018 546:17 PM [ nopEt Metric ‘CPU Total (%) is out of normal values range 7%
© Error B noper Microsoft-W Hyper-V-VMMS:16300: Cannot load a virtual... 132 Resolve
Crer @ Waming 1 3 NODE1 % Windows2016RTM  Metric ‘Disk Laten of nommal values range 2
< @ Error 11/292018 ] NODE?1 \ Windows2012R2 Metric ‘Disk Latens of normal values range 1
@ Warning  11/29/2018 ] NODE1 \ WINDOWS16TEST2  Metric ‘Disk Latency is out of nomal values range 2 =
6 SDN Management
CPU Usage Memory Usage Disk Usage Network Traffic
g Administration MM : :
© serverstatus: Oniine @ agmin Storage Discovery Storage Discovery admin  6/3/2019 4:12:40 PM 6/3/2019 41244 PM_ Completed ©n 00 @1

Note
CPU, Memory, Network and Disk tabs show more indicators and historical data for the host.

E.g., the Memory tab displays the detailed information about the host memory consumption:
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Refresh
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Monitoring

B B

Name
4 B Datacenter

+ BB 2016Dev-Cluster
2 nopE1
» & nope2

Qa Hyper-V Management
S\, raure Management
nll Monitoring

B Reporting

€53 sacp

8 SDN Management

g Administration

@ Server status: Online & admin

Memory Usage

30000MiB

20000MiB

10000MiB

OMiB

434 PM 501 PM 5:08 PM

Key Name
| | Memory Consumed

Storage Discovery Storage Discovery admin

Acronis Cloud Manager

515PM 522PM

8.4 VM monitoring

VM monitoring has the following tabs containing information about VM performance indicators:

= Summary.
= CPU.

= Memory.

= Network.

= Disk.

5:36PM 543 PM 550 PM

Chartviews | Memory Usage ~| Period | Past hour

spnosarzaory [EEEREE 632054124 P Completed on 00

v

The Summary tab contains VM CPU total usage (%), memory consumption (Mb), disk read/write
speed (MB/sec) and network in/out traffic (MB/sec).
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Acronis Cloud Manager

BT cPu Memory  Network  Disk
ol
B c
Dynamic Refresh
Optimization *
General ad
Monitoring <
CcPU Memory
4000 MiB
90%
=
|
3000 MiB
B 0%
+ B8 2016Dev-Cluster
NODE1 2000 MiB
SNine-Senvice
aTEsT! 30%
aTEST2 1000 MiB
AzurePack
ocot
SCVMM2016 2 L
= 505 PM 515 PM 5:25 PM 5:35 PM 5:45 PM 505 PM 515 PM 525 PM 535 PM 5:45 PM
¥ d 5:00 PM 510 PM 5:20 PM 5:30 PM 5:40 PM 5:50 PM 5:00 PM 510 PM 5:20 PM 5:30 PM 5:40 PM 5:50 PM
= Percentage CPU = Memory Consumption
00 Hyper-V Management
Disk Network
S\, raure Management
003
nll Monitoring —
Reporting L
G Backup 1,008
001
&% 50N Management
° s, 0 08
(o s L 505 PM S15PM 5:25 PM 5:35 PM 5:45 PM 505 PM S15PM 5:25 PM 535PM 545 PM
5:00PM 510PM 5:20 PM 5:30 PM 5:40 PM 5:50PM 500 PM 5110 PM 5:20 PM 5:30PM 5:40 P 550
= Disk Read/Write Bytes = Network Sent/Received Bytes
@ Server status: Online &, admin Storage Discovery Storage Discovery admin 63201941240 PM | EECESNI 6/3/2019 41244 P\ Completed ©20 00 01

Note
CPU, Memory, Network and Disk tabs show more indicators and historical data for the VM.

Acronis Cloud Manager

Summary Memory  Network
Refresh
Gene... ®
Monitoring <
CPU
100%
]
i
Datacenter o 80%
2016Dev-Cluster
NODE1
B} swineservice
B3 atesmt 505, Emorif Above
3 arestz
B} Azurepack
E7 ocor
3 scvmmz016 0%
S vmz
Ak v
L3, Fyper-y Management Eloaw
S\, saure Management
0%
nll Monitoring 501PM 508 PM 5:15PM 5:22PM 5:20PM 536 PM 5:43 PM 5:50 PM
E ) Chartviews | Hypervisor CPU Usage |v|  Period | Past hour v
Reporting
Chart Legend
& Key Name
*$ Backuj
5 L] Total CPU Usage
t SDN Management
.9 Administration
@ Serverstatus: Online g admin Storage Discovery Storage Discovery admin 63201941240 PN |[EECESII /32019 41244 PM  Completed ©@220 00 @1
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8.5 Optimizer

Optimizer is an active part of Acronis Cloud Manager monitoring feature. It provides dynamic
optimization for Hyper-V servers’' VM load based on the configured parameters and each server's

performance. Selected VMs will be dynamically migrated to a less loaded Hyper-V host (cluster node)
in accordance with the configured thresholds.

1. To configure optimizer, click the Dynamic optimization - Configure optimizer menu item on
the main ribbon of the Monitoring plugin screen:

About Summary
il
M & C
Configure Dynamic Refresh
Alerts Optimization -

Configure Optimizer

Monitoring | [ Run Once

. Automatic Mode
.\/ Manual Mode

2. Inthe Optimization groups dialog window, you can add, edit and remove optimization groups.

Optimization Groups X

Optirnizer module provides dynamic optimization functionality for Hyper-V hosts automatically migrating VMs between hosts within a group in
order to balance server's performance in accordance with the configured thresholds. Two types of groups are supperted: cluster groups to balance
load between cluster nodes and shared storage groups to balance load between the hosts with shared sterage.

Name 4 | Group Type Thresholds
I8 DEV Cluter Group Cluster CPU: 80%, Mem: 80%
L2 Shared Storage Group Shared Storage CPU: 80%, Mem: 80%
Add.. Edit... Delete oK
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3. To add the new group, click Add to open the Create optimization group wizard.

4. Set the optimization group parameters: specify group name and choose the group type:

Create Optimization Group X

General

General . General

Resource Thresholds
Fronres e Specify the name of the optimization group.

Mame: | DEV Cluter Group

What type of optimization group do you want to create?
® Cluster group

This type of optimization group is only suitable for nodes of a single cluster, It allows for Live
and Quick Migration of the clustered virtual machines.

Cluster: | 201&8Dev-Cluster hd

Shared datastore group

This type of optimization group aggregates the hosts with virtual machines residing on a single
shared datastore.

Finish Cancel

If the Cluster group type is selected, then choose the available cluster from the drop-down box.

If the Shared datastore group type is selected, then you will need to choose the datastore on the
next screen:
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Create Optimization Group x

Shared Datastore

General Shared Datastore

Shared Datastore
Specify the shared datastore designated to store virtual machines.

Resource Thresholds

Shared datastore: | VM Storage |v |

Select hosts to include to the optimization group (mininum 2},

MODE1
NODE2

< Back || MNext > || Finish H Cancel

5. Set the resource thresholds for Hyper-V server's CPU and memory consumption:

Create Optimization Group X
Resource Thresholds

General Resource Thresholds

Resource Thresholds

Specify the thresholds of performance counters for the optimization
group. When a value is exceeded and also a less loaded host is found,
the migration is initiated

CPU Tatal Run Time: | 80 % F

Memory Used: | Bﬂ%l%{

Mext = ¢ Finish || Cancel

162 Copyright © Acronis International GmbH, 2003-2020




Click Finish when complete.

To choose automatic or manual optimizer mode, select the corresponding option in the Dynamic
optimization menu on the main ribbon.

To run the optimizer once, click the Run once item in the Dynamic optimization menu on the

main ribbon.



9 Reporting

The Acronis Cloud Manager Reporting plugin is designed to provide consolidated data about virtual
machines. It consists of three tabs - VM life cycle management, System status and Zombie
VM.

9.1 VM life cycle management

The VM life cycle management tab contains consolidated information about various resources
utilization by virtual machines during the last week, last month or a period, specified by user.

Acronis Cloud Manager

VM Lite Cycle Management [ R GRS CUt P

Le EH Eﬂ Period| Past week
Refresh | Export  Export  Export
toPDF tolmage toXLSK
Gen.. & Export & Period & a
Reporting < VM Life Cycle M 1-
ife Cycle Management i
High CPU Usage [ 52| | Low cPu Usage (il
Clear Hame cru Hame ey
Snine Web Portal 6.267% ~ | [scvmm-us 0.015% ~
4 atacenter ~| |pevocnope2 3.930% Va2 0.220%
4 B8 duster SnineMgr 3183% HV2019 1.565%
» & DEv-NODE! DEV-DCNODE 2542% SCVMM 22405
+ B pev-nopez SCUMM 2240% DEV_DCHODE! 254%%
« & wvents ¥ [nveog 1.565% ~ | [ snineMar 3.183% &
Top VM's by IOPS. 7 22| Dynamic Memory VM's Usage 7 23| Static Memory VM's Usage [ih 5
ao Hyper-¥ Management Name 10PS Name Assigned Demand Name Assigned Demand
SCVMM 0514 ~ | [scvmmLie 754 MB 622 MB ~ | [ Dev-DcnoDE2 2GB 5GE
/A, #aure Management SnineMgr 0.066 M2 08 o8 DEV-DCNODE 268 1054 MB
: | Snine Web Portal 0034 M2 1488 MB 1228 MB Snine Web Portal 1024 MB 0B
" [ Hvaore 0024 sninebgr 468 3GB Hv2019 468 0B
nll Monitoring DEV-DCNODE! 0017 | [ scumm 768 568 v
VM Sprawl Report by Month 1] 57| | VHD/VHDX Files not attached to VMs 1 52 || csv volume usage By Montn (i) =
Reporting Name Storage Path PrettySize
500
2 [
= Suw i
(=3 Backup 3 & 300
o ~
g
0 0
A
© Refresh ewDeizils € Stop @ Syslog Options ~ Startfrom: [4/15/2020 | =| Plugin: [Any +| Jobs: [Ailjobs | Users: [Anusers -
:0 Administration Name Description User ContextObject Started | Progress Finished Status
© | AddToCluster Virtual Mac. admin Sninehgr 4/27/2020 2:30:28 PM 472772020 2:30:43 PM Completed
© |Logon Authenticate custom user... admin 4/16/2020 11:59:04 AM 41162020 115906 AM  Completed
© Logoil Logoff user admin, cliert ... admin 4/15/2020 12:41:01 PM 4/15/202012:41:01 P Completed
@ Serverstatus: Online g admin AddToCluster Virtual Machine  admin  SnineMgr 4/27/2020 2:30:28 PM 4/27/2020 2:30:43 PM_ Completed ©1 00 @0

The VM life cycle management tab represents the following data:

m High CPU usage;

= Low CPU usage;

= Top VMs by IOPS;

= Dynamic memory usage;

= Static memory usage;

m VM sprawl report;

m VHD/VHDX files not attached to VMs;

m CSVvolume usage.

Each section can be maximized to the full window size:
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CSV Volume Usage By Month 1 Sl

B 2017 I 2018

700

600

500

400

Size, Gb

300
200

100

January February March April May June July August September  October  Movember December

The whole report or just any single separate section (as needed) can be exported into different
output formats - PDF file, PNG image, XLSX document or printed and print-previewed:

m By usage of the corresponding main ribbon buttons (for the whole report);

te T B

Export Export Export
to PDF to Image to XLSX

Export ]
[ Export to PDF

m By usage of the upper-right buttons for both whole report and a single section.

N
Print Preview..,
Export To PDF
Export To Image
Export To Excel

9.2 System status

The System status tab contains system status report in the table view. There are different
parameters of Hyper-V hosts and virtual machines configuration - CPU, memory, physical/virtual
disks, checkpoints and replication data.
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Acronis Cloud Manager

VM Life Cycle Management System Status Zombie VM
c B
Refresh Export
to PDF
Gen.. m! Ex. @ &
£ ~
Reparting <
[Enter text to [=][ crear
Datacenter
4 B2 cluster Acronis Cloud Manager
» 5 DEV-NODE1
» ;5 DEV-NODEZ2
Pl «% HV2019 Total Running | TotalStopped | TotalSaved | TotalPaused CII.stToIaI Total Criti
L vmr1 ! ered
i E 3 0 0 3 0
HOST NAME DEV-NODEL O5NAME Microsoft Windows Server 2019 Datacenter
e ) ) ] e ]
e s | mmi | st
6 7 0 0 7 0 0
/& Azure Management Host Configuration
I|I| Monitoring Cpu Usage Free Memory State NumberOf Cores OS5 Version Agent Version
30% 12.4GB oK 8 10.0.17763 4.0.20105.1
Reporting Switches
£ =
A 3 Backup
C' Refresh L& View Details Stop & Syslog Options  Start from: |4.’15_r2ﬂ1[) ‘V‘ Plugin: ‘Any |V| Jobs: |AIIJobs |'|
@ SDMN Management
| Hame | Description | user ContextObject | Started | Brogress | Finished | status
o @ | AddToCluster Vir.. admin SnineMgr 4/27/2020 2:30: 4/27/2020 Z:30: Completed
- Administration & Logon Authenticate cus... admin 4/16/2020 11:58:... 4/16/2020 11:58.... Completed
@ | Logoff Logoff user admi... admin 4/15/2020 12:41:... 4/15/2020 12:41:... Completed
@ Server status: Online 4 admiriddToCluster Virtual Machine admin  SnineMgar  4/27/2020 2:30:28 PM 4/27/2020 2:30:43 PM  Completed &1 00 Qo

To generate system status report, after opening the System Status tab, click the Refresh button on
the main ribbon and then select sections to show in the report:
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Select Report ltems

include in the report:

+| Select All

+| Host Configuration
+| Switches
Disks on Host
CPU

Memory
Metwork
Current 5tate
Checkpoints
DwvdDrives
HardDrives

Integration Services

i I Y I T i N A S

Replication

Please select the items you want to

To export the report to pdf file, click “Export to PDF” button on the main ribbon.

9.3 Zombie VM

The Zombie VM tab displays all VMs by rank to identify VMs with very low CPU usage, network

performance and virtual disk growth.
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loud Manager

VM Life Cycle Management System Status Zombie VM
e —
Refresh Export Export Export
to PDF  tolmage to XLSX
Gen... & Export [ Period I &
Reportin < T
porting Dashboard th
Zombie VM Detection M T i1 | vMstotals i
[Enter text to [~] [ Clear Rank | Name state Current Host | cpuusages: | Disk Growtn | network usage
8 SCVMM Running  DEV-NODE1 2.24 0B 0.163 ME/s
4 B Datacenter 7 DEV-DCNODET Running  DEV-NODE1 2.53 0B 0.002 ME/s 145
4 F8 duster 7 Snine Web Portal Running  DEV-NODE1 £.28 08 0.001 MB/s G
» & pev-NODE! 6 | HV2019 Running  DEV-NODE 156 0B 0,005 MEB/s lemory GB
= g“;“_onrjz 1 Mz Running  DEV-NODE1 022 L] 0 ME/s
» Jnineliar 1 SCVMM-LIB Running  DEV-NODET 0.015 0B 0,001 MB/s
L7 pev-DCNODEZ
3 vnart
4 5 Hvaoe
G vk cpU 1 57| | console view [ 25
B vm2
ﬂo Hyper-V Management
12
/& Azure Management e
& s : ‘ {
1 I| Monitering 03 |‘J | U | ! ! ).L | 4l ;'.” - o
1 : 1 H“\‘L M.Vl\wii'“ ‘h‘ L | { h\"" Al |j1 all Ll [ Total checkpoints
o - VAT IR VT L WY
Reporting 4/21/2020 12:00 AM 4/24/2020 12:00 AM 4/27/2020 12:00 AM
“.\ Backup C Refresh % View Details Stop & Syslog Options  Start from: |4,‘15,-2010 "‘ Plugin: ‘Any |'| Jobs: |Alljubs |'|
= |NamE |Descnptmn |User |Cnntextonject ‘Startzd v|ngre;s |Fmisned |statu;
@  AddToCluster Vir... admin SnineMgr 4/27/2020 2:30:28... 4/27/2020 230:43PM | Completed
:'. SDN Management & Logon Authenticate cus.. admin 4/16/2020 11:58:0.., 4/16/2020 11:5%:06 AM | Completed
& | Logoff Logoff user admi... admin 4/15/2020 12:41:0... 4/15/2020 12:41:01 PM Completed
:0 Administration
@ server status: Online 4 admirhddToCluster Virtual Machine admin SnineMgr  4/27/2020 2:30:28 PM 4/27/2020 2:30:43 PM Completed &1 00 Qo

Any section can be exported into different output formats - PDF file, PNG image or XLSX document.
Use the corresponding buttons on the main ribbon or the subsequent upper-right commands on
each block. They also can be printed and print-previewed:

= Open & Print @ B Margins - ‘I‘ BD Previous Pa L3 G, Zoom Out »- @ - 0
2 Quick Print [Ey Orientation - ) . X ) Next Page Q, Zoom ~
A Ssave 8 options Header/Footer  Scale 1 sice - Find  Thumbnails E iy ;:Jt . (5% Fo( @ . Close
Document Print Page Setup F] Mavigation Zoom Page .. Exp Close
Zombie VM Detection . = VMs totals
rk Usage
27|3nine-Service2 Running TS ME/s 6 06
23| AzurePack Running e [Dashboars | MB/s
5 | Fe— Memory GB
20|DCo1 Running MB/s
5 Include: D Filters
16|dc3 Running MB/s
- [] Parameters T
13|DEV-DCO2 Running MB/s
Position: [Below -] =
27 |SCVMM2016 Running Bfs
3|5CVMM-LIB Running
1| VM 13DEC.new Running Reset | | suomit || cencer | 499
Page 1 of 1 10006 — e—

168

Copyright © Acronis International GmbH, 2003-2020



10 Hyper-V backup and restore

The Acronis Cloud Manager Backup plugin performs the entire VM backup on-demand immediately,
with specified delay or by schedule. All backup jobs are started from job templates initially created by
user from backup wizard. Job templates are kept for further usage and the new jobs can be launched
from them manually at any time. Recurrent and deferred backup jobs are launched automatically in
accordance with the scheduled configured in their job templates.

There is an option to perform the offsite backup copy to Microsoft Azure cloud and restore from it.

Acronis Cloud Manager

Backup  [ENGIE

clayed | Refresh
Operations & o
Backup ¢ Backups
Label - Description Schedule type Next start Use retention User Number of YMs
B 20test Manual No admin 0
21test Manual Ne admin 0
v B azureym Manual Ne admin 0
B badwp Manual No admin 0
home backup.del Manual No admin 0
4 [ Datacenter B backup_withoutvss Manuat No admin 0
016Dev-Cluster backup10 Manual No sdmin 0
» & wooer B beckuptT Manual No admin 0
4 B nooe2 B backupNOVSSTS Manua No admin 0
53 snineSenicea B eccso Manual No admin 0
G} dc B big_backup Manual No admin 1
G pevocoz Big_backup_without_VSS Manual No sdmin 0
G} sovmnLs B doublerst Manual No admin 0
3 wmzsnov B novss fix Manual No sdmin 0
B reguiar_backup Manual No admin 0
B TOVM_backup Manual Yes admin 0
""" B winteTest Manua No admin 1
Qo Hyper-V Management i B yarosh1? Manual No admin 0
/A, #aure Management
nll Monitoring
Reporing
&3 Backup
&2 50N Management
:O Administration
@ Server status: Online & admin Storage Discovery Storage Discovery admin  6/3/2019.4:12:40 PM 6/3/20194:12.44PM  Completed ©220 00 01

The Backup plugin consists of two tabs: Backup and Archives. On the Backup tab there are list of
backup job templates and commands to work with them - create, delete, edit, start (full, incremental,
delayed).

On the Archives tab there are list of backup jobs that are started, in progress and completed (both
successful and failed ones) and commands to work with them - restore, delete, view job info.
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o - Acronis Cloud Manager

Home Backup  [ENIGIZH

H & C
Restore Delete  Refresh
Operations 1 & @
Backup < Archives
Label Storage Path Start at ~ | Finished Host Number of VMs | User VM List
© 1ob 9/5/2018 8000 AM Backup 05 Sep 2018 08:44:28 | 05 Sep 2018 08:45... NODE1 1 admin YDM23TEST ~
© backup Backup 17 Sep 2018 10:48:51 | 17 Sep 2018 10:49... NODE2 1 admin 7test
~ © backup Backup 17 Sep 2016 10:51:36 17 Sep 2018 10:51... NODE2 i admin Ttest
© backupl7 Backup 17 Sep 2018 10:59:33 | 17 Sep 2018 11:01... NODE 1 admin VNseptember7
L1 © yarosh17 Eackup 17 Sep 2018 11:15:37 | 17 Sep 2018 11:15... NODE1 1 admin Yarash17
= Cj‘“‘“"“ al @ azure vm Backup 26 Sep 2018 08:38:08 | 26 Sep 201 NODE1 1 admin TenantyM
4 & WorkingVid © azurevm Backup 26 Sep 2018 10:50:05 | 26 Sep 2018 10:50... NODE1 1 admin Tenantvi
LA Lo @ BCKs0 Backup 05 Oct 2018 09:12:35 | 05 Oct 2018.09:13...  NODE1 on admin VMS0ctoDATASTORE
Y priofily © 8BS0 Backup 05 Oct 2018 09:14:21 | 05 Oct 2018 0%:14...  NODE1 1 admin VMS5OCthDATASTORE
3 snine-Service2 oocven  lpadae AT At ANAT AAAMEE | A A INTTAGAE | NANEL 4 ~ddemin. VAIE A HRDATARTANE &
Job Information
S 2016Dev-Cluster Name: Backup Plugin: Backup
4 B nope1
G sunesence State: Completed Progress: 100%
Started: 091772018 10:51:36 Finished: 09/17/2018 10:51:56
Status: 3
ﬂo Hyper-V Management Completed
Jab Details
A, rzure Management
Hame Started ~ Progress Finished Status
e 00% A
s 6 canpietng s o 17sep 0 105156
& VS client dispose 17 Sep 2013 10:51:56
& Mork Hyper-V writer as succesfully backed up 17 Sep 2018 10:51:56
E Reporting © Backup file ‘C:\ClusterStorageolume2\.. 17 Sep 2013 10:51:55
© Backup file ‘C:\ClusterStorage\Volume2\.. 17 Sep 2013 10:51:54
{5 fzy © Backup file ‘C\ClusterStoragewslume2\... 17 Sep 2018 10:51:53
< © Eackup file ‘C:\ClusterStorage\Valume2\,.. 17 Sep 2013 10:51:52
& Backup file ‘C:\ClusterStorageWolume2\.. 17 Sep 2018 10:51:51
l-‘ SDN Management @ Backup file ‘C:\Clusterstoragewelume2\.. 17 Sep 2018 1¢:51:49
2 Barkin fila REAA1cAA Rdad AfAh BT £ 17 San MR ANE14R Y T ot
L)
&g Administration Job Script
@ Server status: Online @ admin Storage Discovery Storage Discovery admin  6/3/2019.4:12:40 PM 6/3/20194:12:44 PM_ Completed ©220 00 81

There are different backup job types:

m Full - always performs the entire VM backup.

m /ncremental - performs only first entire VM backup, then saves only changed virtual disks parts in
subsequent backups. Normally, the scheduled jobs are used for incremental backup that allows
additional saving of a storage disk space and ensure safety of data.

To keep track of changing data blocks, Acronis Cloud Manager backup uses changed block tracking
technology (CBT) for Hyper-V virtual disks (A)VHD(X).

The CBT is implemented as a file system filter driver to be installed on every Hyper-V host within
Acronis Cloud Manager agent setup. The CBT driver keeps track of changed data blocks of virtual
disks. Information on data blocks that have changed is registered in special files. When an
incremental job is run, Acronis Cloud Manager uses these files to understand what blocks of data
have changed since the last run of this incremental job, and copies only changed data blocks from the
disk image.

10.1 Creating backup job

1. To create a VM backup job, start backup wizard by pressing the Create button. Specify the name
of the backup job and provide the job description. For Windows 2016 OS or later you can bypass
the usage of Volume shadow copy service (VSS) for the backup by checking the Do not use VSS
box. Click Next.
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Backup wizard X

Name and description

Name and description Specify the backup name and description

Compression and encryption

Virtual machines and groups Backup name: Job 11/29/2018 T:43:21 PM

Select st

AR IR DEsenphon Created by admin at 11/23/2018 7:48:21 PM
Backup copy to Azure
Eackup schedule
Eackup type

Retention

Summary [[] Do not use W55

This option works anly for VMs running on Hyper-V hosts with Server 2016 and later versions, Application data
consistency in this case is guaranteed by Server 2016 mechanism of production snapshots.

< Back Mext > || Finish || Cancel

2. Define compression and encryption options.
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Backup wizard -

Compression and encryption

Name and description Select compression and encryption options

Compression and encryption

Virtual machines and groups Use encryption
Select storage Encryption settings
Backup copy to Azure Encyption level: | AES 128 bit [~]

Eackup schedule

Encryption key:

Eackup type
Retenti
etention Use compression

Summary
Compression settings

Compression level: |Norma| |v|

Blocksize Mbl: (2 [~]

A Once a backup has been created, you cannot change this settings

< Back || Mext > || Finish || Cancel

3. Select virtual machines or groups to be placed into backup job.
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Backup wizard

Mame and description
Compression and encryption
Virtual machines and groups
Select storage

Backup copy to Azure
Eackup schedule

Eackup type

Retention

Summary

Virtual machines and groups

Select virtual machines or groups

0 Virtual machines [ | Group

Infrastructure Lagical

|Enter text to host search ... V| | Clear

= [ E_| Datacenter

B 5 Hv2012R2
[ C Faket
W L Fake2
[ L Fakes
G r2DC
v G R2ZMGMT-5erver
[ 2 TESTVM23N
W Gl vmz
W L vms
W G vma
W Y vmact
W G vms

[+ £ vmscL

| < Back || Mext > || Finish || Cancel

4. Select the storage and folder for each VM Hyper-V host where backup files will be placed.
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Backup wizard X

Select storage
Mame and description Please select storage for each object
Compression and encryption
Virtual machines and groups For hosts and clusters please select any appropriate backup datastore,
For a group you can only use the SME datastore associated with this group.
Select storage
Backup copy to Azure Host/Cluster/Group Selected datastore
ek ymisrhrHalr HV2012R2 [for_backup]\
Eackup type
Retention
Summary

| < Back || Mext = || Finish || Cancel |

5. Specify parameters to create an offsite backup copy to Microsoft Azure cloud, if necessary (skip
this screen if an offsite backup copy to Microsoft Azure is not needed):
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Backup wizard x

Backup copy to Azure
Mame and description Configure backup copy to Microsoft Azure
Compression and encryption
virtual machines and groups v'| Make a backup copy to Microsoft Azure
Select storage | | Mame
Backup copy to Azure 1 V| VM3
Backup schedule
Backup type
Retention
Summary

Provide protocol, account name and key to access Azure blob storage account where backup
archives are to be stored.
Do not use your general Azure portal credentials.

Endpoint protocol https -
Account name: myresourcegroupdisks822
Account key: EEEAE AR AR AR R AR K KA AR AR AR AR AR AR AR AR AR A AL AR AR RE R R KRR

< Back Finish Cancel

m Enable the checkbox for Make a backup copy to Microsoft Azure option.

m Select VMs to make backup copy to Microsoft Azure from the list of selected VMs into the backup
job.

m Select endpoint protocol (http or https) and specify the storage account name and access key to
access Microsoft Azure cloud.

Note

Storage account name and access key are different from your general Azure portal credentials, which
will not be accepted! The proper parameters can be retrieved at the following address on the portal:
Home -> Storage accounts -> <your_storage_account_name> -> Access keys. You may
generate the new key(s) for the existing storage account in there and/or create the new storage
account(s).




6. Configure backup job schedule:

Backup wizard >

Backup schedule

Mame and description Specify the backup scheduling options
Compression and encryption

Virtual machines and groups Lz

Select storage Hourly

Backup copy to Azure

Backup schedule

Backup type

Retention ®) Daily

Summary
Start at 23:00:00 =
® Day period Every |1 days

Selected days

Monthly

< Back Finish Cancel

7. Select the backup job type.
For incremental backup job you can determine the frequency of performing full backup job
between incremental backup jobs.

Note
Cloud Manager does not allow to leave at “0", some value must be configured for full backups. The

number of incremental backups to perform before doing a full backup should balance between ease
of restoration jobs due to the number of backup archives files and the speed of performing backups.
This will vary widely between environments based on the frequency of backups and the rate of
changes between them.




Backup wizard X

Backup type

Mame and description Specify backup type

Compression and encryption

Virtual machines and groups @ Full

Select storage Crgate ﬂ_JII b_ackup. _ _ ) )
This option is recommended for manual backup if you want to restore virtual machines very quickly

Backup copy to Azure in the future,

Backup schedule () Incremental

Backup type Create incremental backup.

This option is recommended for periodical backup if you want to save storage disk space.

Retention In incremental mode, will sometimes create full backups in order to be able to remove old archives

Summary

Create full archives every backup

A Once a backup has been created, you cannot change its type

< Back || Mext > || Finish || Cancel
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8. Review and set the retention parameters if necessary. It is disabled by default.

Backup wizard >

Retention

Name and description Specify when old archives will be removed
Compression and encryption
Virtual machines and groups +| Use retention

EEEHE ® Mumber of days to keep backups 7
Backup copy to Azure

Number of restore points to keep
Backup schedule

+'| Use retention for Azure

Backup type
Retention 1 ® Number of days to keep backups 7
Summary Number of restore points to keep

< Back Finish Cancel

9. Check the summary information and if everything is correct. Check the Run immediately box if
you need to launch the backup job right upon completing the backup wizard. Press the Finish
button to create a backup job.
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Backup wizard X
Summary
Mame and description Review job settings
Compression and encryption
Virtual machines and groups Backup type Job 11/29/2018 T:48:21 PM -
e Description Created by admin at 11/29/2012 7:43:21 PM
AERISEIELE Encryption level AFS 128 bit
Backup copy to Azure Encryption key 123
Backup schedule Compression level Maormal
ekt Ty Block size [Mb) 2
Selected virtual machines Fake3
Retention Fakel
VM5
Summary RIDC
RZMGMT-5enver
TESTVM23N
VM3
WM2
WMSCL
VM4
VMaCL
Fake2
Selected storage:
HV2012R2 for_backup
Use Azure Yes
Selected virtual machines VM3
VM2
Endpoint protocol hitps
Account name mytenant.onmicrosoft.com
Srhedils tune Chaihe b
+'| Run immediately
< Back lext > Finish Cancel

10.2 Restore

To restore a VM from backup, perform the following actions:

1. Select appropriate completed backup job on the Backup or Archives tab and start the Restore

wizard by pressing the Restore button.

If you have chosen the job on the Backup tab, first the following dialog window will be opened:

@® Restore - o x

Label Storage  Path  Startat Finished  Host & NumberofVMs User  VMList
© Job 7/9/20... BCKP-CSV 09Jul2020 124.. 09Jul202.. DEV-NODET 172 admin  testVM2, testl.
@ Job 7/9/20... BCKP-CSV 09Jul 2020 12:4... |09 Jul 202... DEV-NODE2 0/1 admin |1

Select the required archive and click Restore.

If you are on the Archives tab, select the required archive form the list of archives and then click the
Restore button on the main ribbon:

179 Copyright © Acronis International GmbH, 2003-2020



Archives

H & C

Restore  Delete Refresh
Operations ]
Backup
Name

4 & Categories
WaorkingVh
high_priority
low_priority
B} snine-Servicez
4 & DEV Cluster

4 DEV Cluster

016Dev-Cluster
4 B nope1
B} sine-senice

ﬂo Hyper-V Management
A, rzure Management
nll Monitoring

E Reporting

&2} Backup

&2 son management

:9 Administration

@ Server status: Online & admin

Archives
Label Storage Path Startat ~ | Finished Host Number of VMs | User VM List
© Job 9/5/2018 8:0%:00 AM Backup 05 Sep 2018 08:44:28 | 05 Sep 2018 08:45... NODE1 1 admin YDM23TEST
© backup Backup 17 Sep 2018 10:48:51 | 17 Sep 2018 10:49... NODE2 1 admin T7test
© backup Backup 17 Sep 2016 10:51:36 17 Sep 2013 10:51... NODE2 ! admin 1Ttest
© bacapl? Backup 17 Sep 2018 10:59:38 | 17 Sep 20181 NODE 1 admin Niseptember17
© yarosn1? Backup 17 Sep 2018 1:15:37 | 17 Sep 2018 11:15... NODE1 1 admin Yarosh17
© azurem Backup 26 Sep 2018 08:38:08 | 26 Sep 201808:39.. NODE1 1 admin TenantVh
© azurevm Backup 26 Sep 2018 10:50:05 | 26 Sep 2018 1 1 admin Tenantvm
@ 5cks0 Backup 05 Oct 2018 09:12:35 | 05 Oct 2018 0:13... NODE1 o admin VMS5ocioDATASTORE
® B0 Backup 05 Oct 201809:14:21 | 05 Oct 2018 09:14... NODE1 i admin UMS6CtDATASTORE
m rvin P A% A AMHE ANAAEE | AZ A9 AAAE  LARE p i VB nsnRaTACTARE
Jab Information
Name: Backup Plugin: Backup
State: Completed Progress: 100%
Started: 09/17/2018 10:51:36 Finished: 08/17/2018 10:51:56
Status: Completed vl
Jab Details
Name Started ~ Progress Finished Status
© competing Vss aceup 175¢p 20181051156 B
& VS client dispose 17 Sep 2013 10:51:56
& Mork Hyper-V writer as succesfully backed up 17 Sep 2018 10:51:56
© Backup file ‘C:\ClusterStorageolume2\.. 17 Sep 2013 10:51:55
© Backup file ‘C:\ClusterStorage\Volume2\.. 17 Sep 2013 10:51:54
© Backup file ‘C\ClusterStoragewslume2\... 17 Sep 2018 10:51:53
© Eackup file ‘C:\ClusterStorage\Valume2\,.. 17 Sep 2013 10:51:52
& Backup file ‘C:\ClusterStorageWolume2\.. 17 Sep 2018 10:51:51
© Backup file ‘C:\ClusterStorage\olume2\.. 17 Sep 2013 10:51:49
2 Barkin fila REAA1cAA Rdad AfAh BT £ 17 San MR ANE14R Y T ot
Jab Saipt
| |
Storage Discovery Storage Discovery admin _ 6/3/20194:1240PM | 6/3/20194:1244PM_ Completed ©220 00 01

2. Select the restore mode:

= Restore entire virtual machine - to restore the full copy of the VM.

= Browse and download virtual machine files - to select and download the separate files
from within the archived VM.

Specify the decryption key if encryption was used in the backup creation. If the decryption key was
not specified, the field Decryption key will not appear. Click Next.
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Restore *

Restore mode

Restore mode . Restore mode

Restore from Microsoft Azure

Select Destination Hosts Restore mode

Select VMs to restore ®) Restore entire Virtual Machine

Browse and download Virtual Machine files

Decryption key: | sssssssssssesanen

Finish Cancel

3. [Optional] The next page will appear only if in the corresponding backup job the Make a backup
copy to Microsoft Azure option was enabled and on the first page of the Restore wizard the
Restore entire Virtual Machine option was selected.
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Restore

Restore mode

Restore from Microsoft Azure <

Select Destination Hosts

Select VMs to restore

Restore from Microsoft Azure

Restore from Microsoft Azure

+'| Restore from Microsoft Azure

v Owverride Azure settings

Provide protocol, account name and key to access Azure blob storage account where backup
archives are to be stored.
Do not use your general Azure portal credentials.

Endpaoint protocol: https -
Account name: myresourcegroupdisks822
Account kE!}': s R e e PR e R

< Back Finish Cancel

This step is optional and can be skipped. If you do not need to restore the VM from the Microsoft
Azure off-site copy, just click Next. Otherwise, enable the Restore from Microsoft Azure
option and specify the storage account settings to override the default ones if necessary, and
then click Next.

entire VM.
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Restore X

Select Destination Hosts

Restore mode Select Destination Hosts
Restore from Microsoft Azure
Select Destination Hosts _ i

- Hv2012R2

Select VMs to restore

| < Batck || Mext = || Finish || Cancel |

5. Select VMs you need to restore and the alternative path if necessary and click Finish to start the
VM restore operation:

Restore *
Select VMs to restore

Restore mode Select VM to restore

Restare from Microsoft Azure

Select Destination Hosts | Hame storage Path

Select VMs to restore v VM3 Criginal

'é' Original path

" Default path

| Another path

Datastore: |Datast-:|re is not selected

Relative path: | Browse

Mext > [ Finish || Cancel
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6. If you have selected to browse and download separate files from the archive, you will need to
choose and download the required files:

Restore *
Download

Restore mode Download
Select Virtual Machine

Select folders and files and press download button,
Download

* ]

i Name Date Modi... | File size

Download selected folder(s) and file(s). 5]
« Back lext > Finish Cancel

7. When the files downloading is complete, press Finish or Cancel to exit the wizard.
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11 SDN management

Software defined networking (SDN) provides a method to centrally configure and manage physical
and virtual network devices such as routers, switches, and gateways in your datacenter.

For Hyper-V hosts and virtual machines (VMs) that run SDN infrastructure servers, such as network
controller and software load balancing nodes, you must install Windows Server 2016 Datacenter
edition or later. For Hyper-V hosts that contain only tenant workload VMs that are connected to SDN-
controlled networks, you can run Windows Server 2016 Standard edition.

New in Windows Server 2016, the network controller provides a centralized, programmable point of
automation to manage, configure, monitor, and troubleshoot both virtual and physical network
infrastructure in your datacenter. Using network controller, you can automate the configuration of
network infrastructure instead of performing manual configuration of network devices and services.

Network controller is a highly available and scalable server role and provides one application
programming interface (API) - the Southbound API - that allows network controller to communicate
with the network, and a second API - the Northbound API - that allows you to communicate with
network controller.

Network controller provides Windows PowerShell and the representational state transfer (REST) API.
Microsoft provides management APIs, Acronis Cloud Manager provides graphical user interface (GUI)
to these APIs so that system administrator can easily work with SDN objects.

This GUI provides basic management features for the main SDN objects:

m Network controllers;

m Logical networks;

m Virtual machine networks;
m Logical switches;

m Network interfaces;

= Virtual switches;

m |P address pools.

Acronis Cloud Manager provides a graphical user interface for operations with all these objects via PS
or REST interfaces of network controller.



c e " Ci £D Add SDN endpoint

o

M8 Create Network Controller

Manage Settings [ &

Network Controller Wizard X

Clear Build Options

Parameters

Domain: rdg.5nine.com [<]
Management Domain Account Name: R2.0ealsnine Q| &

Management Domain Account Password: | *+++*rx

P

Client 5 Group: Users

006
3

REST Endpoint: 192.168.1.4/24

Diagnostic Logging Parameters
Diagnostic Log Share: \inode1\ogs
Diagnostic Log Share Username: DEVisnine

DiagnosticLog Share Password: | =

i}o Hyper-v Management

A #zure Management

nli Monitoring

B reporing

453 Backup

&% 50N Management

:0 Administration

@ Server status: Online & admin Storage Discovery Storage Discovery admin  6/3/20194:12:40 PM 6/3/2019412:44PM _ Completed ©220 00 @1

11.1 Network controller deployment

To start the network controller deployment, click the Create network controller button on the
main ribbon:

Fill in parameters:

m REST endpoint - IP address or FQDN of northbound network controller interface (REST API). If
FQDN is specified - Arecord must be created in DNS. If an IP address is used, it must be chosen
from the vacant part of the pool. This IP address will be set for the NC cluster. It is not needed to
create the cluster manually and set the IP in advance.

s Domain - active directory domain.

= Management domain account name - domain account used for network controller
deployment. Will be added to local administrators group. Must be member of Management
Security Group specified below.

= Management domain account password - password for domain account.

m Local administrator password - password assigned to local administrator account.

= Management security group - active directory security group. Members of this group will have
full access to the network controller.

» Client security group - active directory security group. Members of this group will have read-
only access to the network controller.

m Diagnostic log share - file share for storing logs of network controller and managed server. If
not specified - logs will be stored locally on each NC node or managed server with retention 14
days.



m Diagnostic log share username - user name of the account, which have write access to logs file
share.

m Diagnostic log share password - password of log share access account.

Click Next.
Netwark Controller Wizard x
Certificate
Parameters Certificate
Certificate
Certificate selection option

Metworks
Virtual Machines @ Create new self signed certificate
Summary () Use existing certificate or generate new CA certificate

Server Certificate Password: iginbeirivi sipirta it @

< Back Finish Cancel

Set certificate. Network controller can be deployed with self-signed or CA certificate. Acronis Cloud
Manager can work with both types of certificate. If you want to use CA certificate - you need to
prepare certificate template with two Enhance key usage attributes - server authentication
(1.3.6.1.5.5.7.3.1) and client authentication (1.3.6.1.5.5.7.3.2). Click Next.



Metwork Controller Wizard *

Networks
Parameters Metworks
Certificate
| Management Metwork Mame: Management
Networks
Virtual Machines ag EEmONE
Summary Name VLAM & | Address Prefix DS Gateway Pool Start Pool End P.. | VIP
= Manage... 0 10.0.0.0/24 10.0.0.6 10.0.0.1 10.0.0.10 10.0.0.254
Transit Network Name: Transit
Add Remave
Hame VLAN & | Address Prefix DHMS Gateway Pool Start Poal End P... | VIP
== Transit_1 0 172.16.0/24 172.16.0.6 172.16.0.1 172.16.0.10  172.16.0.254
HMNY PA Network Mame: HMNY PA
Add Remove
Mame VLAM & | Address Prefix DHMS Gateway Pool Start Pool End
= HNVPA_1 0 192.168.1.0/24 192.168.1.6 192.168.1.1 192.168.1.10 192,168.1.254

< Back Finish Cancel

Set networks:

m Management network - management network is used for communication between network
controller, network controller service VMs (SLB, GW) and managed devices. Must be specified for
use in feature deployment of NC services (SLB, GW).

m Transit network - transit network is used for communication between service VMs (SLB, GW) and
BGP router(s).

m HNV PA network - HNV PA network is used for creation of virtualized (VXLAN) VM networks. Every
Hyper-V host will acquire two addresses from this network pool. These addresses will be used to
create tunnels between Hyper-V hosts.

Click Next.



Metwork Controller Wizard *

Virtual Machines

Parameters Virtual Machines
Certificate
Select Virtual Machine storage for new created VMs
Metworks
Datastore: C5V WMs i
Virtual Machines
Summary Relative path: Browse

Select template with Windows Server 2016 Guest Operating System

Datastore: CSV tmpl -
Relative path: Browse
Template: Template based on 'TenantVM' b
MNC Virtual Machine 1: Settings
MNC Virtual Machine 2: Settings
N Virtual Machine 3: Settings
< Back Finish Cancel

Select virtual machines that will be used for network controller. The following parameters must be
specified for VMs that will be used for network controller deployment - datastore on which NCVMs
will be placed and template from which network controller nodes will be deployed. Template must be
syspreped VM with Windows Server 2016 or higher. Click Finish.

11.2 SDN management

SDN management includes the following operations:

11.2.1 Access control list

Defines set of ACL for network interfaces - direction of flow (ingress/egress), range of
source/destination ports and address prefix. After the network controller deployment Acronis Cloud
Manager creates default rule which allows all inbound traffic.

To add access control list, click the corresponding button on the main ribbon:



50N Management

c i Create Logical Metwork M Create Credential
1 Create Virtual Network If] Add Access Control List
Refresh e
I Create Metwork Interface ™= Add Server
+ ¥
Manage
SDM Management Add Access Control List
Specify name:
Access Control List Wizard >
Name
Name MName
Rules
Summary Mame: ACLT

< Back f Mext > || Finish || Cancel

Specify rules:
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Access Control List Wizard X

Name
Mame Rules
Rules
L Add Remove
Summary
Name Protocol | Source ... | Destinat... | Acti... | Sou... | Dest... | Prio... | Descripti... | Type Logaging
. . allow = . E5000 Default R... Inbo.. Enabled

< Back Mext > Finish Cancel

Rule includes:

m Source/Destination port range.

m Action: (Allow/Deny).

m Source/Destination address prefix in CIDR (use /32 to specify one address).
m Priority from 100 to 65000 (rules with low priority have high precedence).
m Description.

= Type: Inbound/Outbound.

m Logging: Enabled/Disabled.

Click Finish.

11.2.2 Logical network

Logical networks present abstraction of physical topology (i.e. provider addresses). After the network
controller deployment, Acronis Cloud Manager creates PA network (used by host to build VXLAN
tunnels), management network, and transit network (used for communication between SLB MUXes
and BGP).

To add logical network click the corresponding button on the main ribbon:



50N Management

c i Create Logical Metwork

i Create Virtual Network
Refresh
M Create Metwork Interface

SDM Mal Create Logical Network

Specify name:

Logical Metwork Wizard X
Name

MName MName

Subnets

Summary Mame: External Customer NC |Q

|:| Metwork Virtualization Enabled

< Back o Mext > || Finish || Cancel

Specify subnets:
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Logical Metwork Wizard >

Subnets

Mame Subnets

Subnets
Subnets can be added to a logical network to associate VLANs and address prefixes

S Enter IP subnets using CIDR notation, for example 192.168.1.0/24
| Add | | Remove |
|Name |VLAN ..|Address Prefix |DN5 Gateway | PoolStart | Pool End |P...|VIP
= Bxternal.. 0 10.1.0.0/24 10.1.0.6 10.1.0.1 10.1.0.10 1010254 [ | [

| < Back || Next > || Finish || Cancel |

Subnet consist of VLAN ID, subnet address prefix, DNS server address, gateway address, IP range
(must start from x.x.x.4, because first three addresses used internally by the network controller).

11.2.3 Virtual network

Virtual network is a network that virtualized using VXLAN. Virtual network must be created upon PA
logical network.

To add virtual network, click the corresponding button on the main ribbon:

SOM Management

c i Create Logical Metwork

£ Create Virtual Network
Refresh
& Create Metwork Interface

SO Mal Create Virtual Network

Specify name:
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Virtual Netwark Wizard >
Name
Mame Mame
Subnets
Summary Mame: System Metwork |9
Logical Metwork: | Virtualization VXLAN PA Network - |®
< Back f Mext > | | Finish | | Cancel
Specify subnets:
Virtual Metwork Wizard >
Subnets

Mame
Subnets

summary

Subnets

Subnets can be added to a virtual network to associate address prefixes
Enter IP subnets using CIDR notation, for example 192.168.1.0/24

| Add ||

Remave

|Name

Subnet

= System MNetwork_1

192.168.1.0/24

| < Back || Mext = || Finish || Cancel |

Subnet consists of subnet address prefix. X.x.x.1 assigned as subnet default gateway automatically.
Network interfaces can use addresses from x.x.x.4.
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11.2.4 Load balancer

LB defines L4 load balancing for VMs: load balancer VIP, backend VMs.

Load balancer MUX - load balancer multiplexor is internally used by network controller. Network
controller publishes load balancer VIPs to MUX, MUX publishes /32 route to BGP. Handles inbound

traffic for load balancing.

To add MUXes, click the Create software load balancer button on the main ribbon:

Acronis Cloud Manager

3 Add SDN endpoint
£ Remove SDN endpoint

F 3
B Create Network Controller Zelost Ll

Settings

il* Create Software Load Balancer

Create Software Load Balancer

Specify parameters:

Parameters

Parameters . Parameters

Virtual Machines
REST Endpoint:
Summary

Domain:
Management Domain Account Mame:

Management Domain Account Password:

Local Administrator Password:

= Domain - domain to join SLB MUXes.

https://nc.mngmt.azureline.ru

mngmt.azureline.ru

< Back Mext = Finish Cancel

= Management domain account name - account used for add VM to domain, and configure
MUXes in NC. Must be member of network controller management group.
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m Local administrator password - password for local administrator account. Local administrator
account used for install and configure necessary windows roles for SLB.

Specify parameters for VMs:

Software Load Balancer Wizard X

Virtual Machines

Parameters Virtual Machines
Virtual Machines
Select Virtual Machine storage for new aeated VMs

SUMMmAr
o Datastore: VM-nodedup r

Relative path: Browse

Select template with Windows Server 2016 Guest Operating System

Datastore: ViMTemplates w
Relative path: Browse
Template: Template based on 'w2019dc’ b
SLB MUY Virtual Machine 1: | Settings Reset Host: HG-NODE1
VM name: nclmu

Host: HG-NODE1

SLB MUY Virtual Machine 2: Seftings Reset : -
VM name: nelmue
SLE MUX Virtual Machine 3: Settings Reset Flosk: HE-HODE?
VM name: nclmunad
< Back MNeut = Finish Cancel

Datastore for VM placement. Datastore contains VM templates. Master automatically fills VM
parameters upon clicking the Settings button. You can change VM name or CPU/memory
configuration per VM If needed.

11.2.5 Network interface

List of VM network interfaces managed by the network controller.

To add managed VM interface, open VM properties, and navigate to the Network adapters page.
Choose the appropriate network adapter and open the SDN tab:
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Edit VIV x
Network Adapters
I;I Identity Configure Network Adapters connection
= Category
A Add ¥= Remove
<) Boot Order 2 | |
1F Processor @ LaB-waAP L General £ Hardware Acceleration [ IP Settings [ Advanced £ SDN
% Memory SDM REST Endpoint: |https:_f'_e'nc.mngmt.azureline.ru |*|
Disk Confi ti
Rl Disk Configuration Network: [LaB-NET [~]
) Network Adapters
© Automatic Actions Metwork subnet: |LAB-NET-?f?bef41a3146ec354292d8230c80e9 192.168.0.0/24 | b |
Integration Services
i
MAC Address:
L ! Dynamic
(@) Static
001DDEBTF4CE
IP Address:
i ! Dynamic
(®) static
[192.168.0.6 |
DS Servers:
[192.168.04 |
| <Back || Net> || ok || cancer |

Choose the SDN REST endpoint of the appropriate network controller, network and network subnet.
Configure MAC and IP addresses, and DNS servers as applicable. Click OK to save the configuration.

11.2.6 SDN backup

Acronis Cloud Manager provides ability to perform the network controller OVSDB backups.

To create manual backup, click the Backup wizard button on the main ribbon:

Acronis Cloud Manager

3 Add SDM endpoint B8 Create Network Controller
ﬁ) Edit 50N Endpoint settings il-r Create Software Load Balancer
£ Remove SDM endpoint £+ Backup Wizard
Settings P
Backup Wizard

Specify the backup datastore parameters and click Finish:
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Backup Wizard x

Settings

Settings Settings

Summary

Datastore: |NC Backup |v|

Relative path: | | Browse

Credential Account: | mngmt\SSC-VMMO1-RIDT [~]

< Back | Mext > H Finish H Cancel

11.2.7 SDN restore

Acronis Cloud Manager provides ability to perform the network controller OVSDB restores.

To restore OVSDB, select backup and click the Restore wizard button on the main ribbon:

Acronis Cloud Manager

3 Add SDM endpoint EI- Create Software Load Balancer
£ Remove SDN endpoint £ Backup Wizard
8 Create Network Controller | #8 Restore Wizard

Settings I

Aessage Backup P| pestore Wizard Failed resources

Review parameters, correct if required (they are filled in by default) and click Finish:

Restore Wizard *

Settings

Settings Settings

Summary

Restore Path:

‘wmngmt-dcd\NCLogging \2017-12-18T09_55_43 |

Credential Account: | mngmt\SSC-VMMO1-RIDT [~]

< Back ¢ Mext > H Finish H Cancel
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12 Logical view grouping

This feature allows administrators to combine multiple related resources into a single, logical tree
through categorization and grouping. This new, customizable view has been added to the existing
infrastructure view within the Hyper-V management console. A workload administrator, for example,
can create a view of all relevant application VMs. Resource views can also be created to align with
existing regional or functional administrative models.

Logical view grouping allows administrators to more effectively manage, monitor and optimize
operations by providing fast, easy access to relevant resources. It decreases the time and effort
needed to sort through and find a resource or group of resources while maintaining strict role-based
access controls.

Acronis Cloud Manager

Datastore Virtual Switches

Start = [} i
Bl Create viD {3 Add Servers L start 5J Checkpoint | LJ Turn Off [ Save TIED = Export 81 Add To Clustel P Replicate
entials b Shutdown [ Connect i Pause B 3 Move B Replication -
y " Edit vH 2 57 Reset 121 settings Bl & Set Categories & Clone 5 Remove From Cluster ) o
Create Manage Disk Host General Manage &
yper- <
Hyper-V Management = Eiear
Mame & | state CPUUsage | Assigned M... | Memory De... | Memory Sta... | Uptime Status Replication ... | Host Guest Oper... | IP addresses
1T Gear B} shine-Service Running 1% 3.03GB 20968 Ok 8.21:06:14 NotApplica.. NODE1 Windows S... 10.0.0.15, fe8..
B} szurePack  Running 22% 5GB 4.35 GB Low 6.13:52:21 MotApplica... | NODE1 Windows ... | 10.0.0.206, fe...
4 &% All categories ~| | G} DEv-DCOT  Running 0% 34GB 2,86 GB Ok 13.22:08:22 MotApplica...  NODE1 Windows 5. | 10.0.0.5, feB0x...
4 & Workload E} ScyMMALIE  Running 1% 512 MB 424 MB Ok | B.04:05:33 MotApplica... | NODE1 Windows 5. | 10.0.0.207, fe...
» HE Servers B} vMoSlune  Running 0% 1024 MB 1024 MB Ok 8.03:35:36 MotApplica... | NODE1
4 & Testproject B} vMISMAY  Running 0% 1024 MB 1024 MB Ok | B.04:05:25 MotApplica...  NODE1
b HE TestUMs B} vM2012R2-.. Running % 1024 MB 1024 MEB Ok | 8.03:05:30 NotApplica.. = NODE1
4 & DEV Cluster B} windows16  Running % 1024 MB 563 MEB Ok 6.12:50:42 NotApplica..  NODE1 Windows 5... | 10.0.0.21, fe8...
i B} windows20.. Running 0% 1.01GB 866 MB Ok | 5.20:35:09 NotApplica... | NODE1 Windows 5. | 10.0.0.36, fes...
him Nodes B} windows20.. Running o 1024 MB 737 MB Ok 5.20:45:36 Notapplica... | NODE1 Windows S... | 10.0.0.19, feS..
R Service B} Windows20.. Running o 1024 MB 563 MB Ok 8023531 MotApplica...  NODE1 Windows S... | 169.254,99,37,...
4 & Hosts :
i DEV
4 5 vm_without_0S
» H group_april v
QO Hyper-V Management
/& Azure Management
||I| Monitoring
r" [ ]
ey ﬁ -0
@ Serverstatus: Online g admin Storage Discovery Storage Discovery admin  6/3/2019 4:112:40 PM 6/3/20194:12:44 PM  Completed ©220 00 @1

1. First thing you need to do is create categories and groups using the Administration plugin -
Categories tab:
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Acronis Cloud Manager

Users  Tenants  Roles [y

= = = T m mn
= =2 &2 ¢ o@Eomoom
Create  Edit Category Remove  Refresh | Add Group Edit Group Remove
Category Category Group
Category Management Group Management & &
HETERATT “ [Enter text to search... [~]["Find ][ clear |
Enter text to search in Userna| =] [ Clear |
4 g% Al categories ~ [ Name | Deseription ApplyTo Tenant
4 & Workload = | DEV Cluster Cluster, Host, ...
_ S & | Hosts Host
4 & Test project o e
S & Testproje irtualMachine
4 5 DEV Cluster . &  vm_without 05 virtualMachine
&  Workload VirtuslMachine
*}O Hyper-V Management
/S Azure Management
||I| Monitoring
@ Backup
a SDN Management
[ - .
g Administration
@ Server status: Online 4 admin Storage Discovery Storage Discovery admin 6/3/2019 4:12:40 PM 6/3/2019 41244 PM  Completed Q2 00 @1

2. Click the Create category button on the left of the top bar and configure the new category
parameters using the Add category wizard:

Add Category Wizard b

Category

Category < Enter category information

Summary

Name |DC Management |

Description | |

Cluster
[] Host

[ virtualMachine

< Back © Mext > || Finish || Cancel

Note
The main point is to enable certain object types that will be allowed to be associated with this
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category. There are three object types - cluster, host and virtual machine. It is up to you whether

allow all of them or just some or one in any category. Category availability will be then appearing
accordingly.

Click Next, review summary and click Finish to complete the wizard.

You will find your new category in the list then, where you will be able to alter it at any time:

Administration < Name Cluster
Description
b Clear
+| Cluster
i hid All Categories h Host
4 = iCluster VirtualMachine
E5 NE - Datacenter
85 Mew Jersey DC

Next step is adding groups into categories. Select the category and click the Add group button.

Create Category Group X
Group
Group . Enter group information
Summary
MName Mew Jersey DC
Description Mew Jersey Datacenter

Finish Cancel

Specify the name for the group as will be displayed in your customized logical view. Click Next,
review summary and click Finish to complete the wizard.

Note

Now that you completed the above steps, you can assign objects to the group in accordance with




its settings/availability (in the given example it is for cluster). This is done in the object’s settings -
Categories section, which appears in the same way in cluster, host and virtual machine settings:

Cluster Settings X
Categories
Migration Specify categories for cluster
Eeplica Broker
Catego Grou
Categories i | L
Cluster Mew Jersey DC -
DC Management [Please select group]
| OK | | Cancel |

Your object will appear in configured group in the logical view - open the Hyper-V management
plugin and go to the right tab, where logical view is displayed:

Hyper-V Management <
[Enter text to searen.. | ~|| Clear |
~

=]

4 Eﬂ All categories
4 & Cluster
ME - Datacenter

= MNew lersey DC

4 = 2016Dev-Cluster

» F NODE1
5 nopez2

202

|S-‘:a|'-:h Vi Mames |V| | Clear |
| MName & | State CPU Usage | Assigned ... | Memory D... | Memory 5t... |
ﬁ AzurePack  Running 1% 2 0GB 3 GB
;‘ DEV-DCO Running 0% 2 GB 2 GB oK
@ New WM Running e 1024 MB 0B
|;,| NEW15_vm | Running L) 1024 MB 0B
ﬁ SCVMM2016 Running 10% 8 GB 8 GB Warning
;‘ TEST16 Running L) 1024 MB 0B
ﬁ TEST1& Running 0% 1024 ME 0B
;‘ TEST16 Running L) 1024 MB 0B
ﬁ VM_witho..  Running L) 1024 MB 0B
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13 Notifications

Notifications are sent to configured email addresses and inform admin about various alerts -
resource alerts, event alerts, backup & replication alerts and dynamic optimization alerts. There are
also scheduled reports mailing settings for several types of data. Resource alerts work for
physical/virtual performance parameters - CPU, memory, network and disk utilization; event alerts
work for Microsoft Windows® clustering, HA, Hyper-V and security native events. Backup &
replication alerts work for backup & replication successful/unsuccessful procedures. Dynamic
optimization alerts are sent when VM migrations successfully completed. Scheduled reports are sent
to configured emails - system status report, VM life cycle report and zombie VM report.

13.1 Email settings

To configure notifications email settings, open the Home tab and then select Notifications -
Notifications email settings:

©

@ Info

Acronis Cloud Manager

| Enable e-mail notifications
Notifications Email settings
Setup email address, SMTP se| SMTP Server Settings
Motificati Alerts
W MNotifications P Address: smtp.myserver.com

Port: 25

€ Exit Application

Event alerts

Authentication required: |/

Username: admin

NEEaN

Scheduled Reports Password: | e

S5L: ¥

Email address notification emails will be send from:
monitoring@myserver.com
Recipient email addresses, separated by semicalon:

jsmith@mon.com; dduane@man.com

Save

Configure the email server with the TCP port and authentication credentials, and specify the
recipients’ emails. Notifications will be sent to the specified email addresses.

13.1.1 Resource alerts

To set thresholds for warning and critical alerting on performance counters open the Home tab and
select Notifications - Alerts.
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Host Alerts VM Alerts Cluster Alerts

Specify threshold values for notification alerts [leave empty field if disabled)

Measurement Warning If ... [Warning If... | Critical If ... | Critical If A...
CPU Guest Runtime (3] &0 a0
CPU Hypervisor Root Virt... &0 a0
CPU Hypervisor Total Run... 60 80
CPU Total %) &0 a0
Disk Time &0 30
Disk Latency 5 10
Disk Queue Length 2 4
Disk Read [MIE/s) 100 200
Disk Write [MiB/s) 100 200
Available Memory (ME) 2048 1024

Metwork Receive [MiB/s) 100 200
Metwork Send [MiB/s) 100 200

Note

There are separate sections for host, VM and cluster counters.

Values that are set to 0 mean they are disabled. Warning and error thresholds values can be set to
trigger alerts when a value either falls below or above the setting.

13.1.2 Event alerts

Event alerts are configured to transfer native Microsoft events into the Acronis Cloud Manager
Monitoring plugin. To configure event alerts, select Notifications - Event alerts. Select
checkboxes for the desired events to enable alerting for that event:
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| Severity | Eventld | Description
4 Microsoft-Windows-FailoverClustering A
Errar 1000 Cluster service fatal error
Error 1006 Cluster service interruption
Warning 1011 Host node was evicted from cluster
Error 1046 Invalid subnet mask detected
Errar 1047 Inwalid IP address detected
Errar 1049 Failed to bring cluster resource online
Errar 1057 Cluster database could not be loaded
Error 1069 Cluster resource failure
Errar 1073 Inconsistency within the failover cluster
Warning 1080 Cluster service failed to write data to a file
Errar 1090 Cluster service cannot be started
Error 1093 Host cluster membership
Errar 1105 Cluster service failed to start
Warning 1126 Unreachable cluster network interface
Warning 1127 Cluster network failure
Warning 1130 Cluster network is down
Errar 1135 Host node was removed from cluster
Errar 1177 Cluster service shut down
Errar 1193 Failed to create cluster resource name in domain
Error 1207 Cluster resource cannot be brought online
Errar 1360 Invalid IP address for cluster resource
Errar 1546 Host failed to form a cluster
Warning 1548 Cluster hosts update version mismatch
Error 1554 Cluster host node network connectivity error
Error 1556 Unexpected cluster service problem
Error 1557 Cluster witness resource update failure
Errar 1558 Cluster witness resource failure
Error 1561 Missing latest cluster configuration data
vl Errar 1570 Cluster communication session failed 1

13.1.3 Backup, replication and dynamic optimization alerts

To configure backup, replication and dynamic optimization alerts, select Notifications - Event
notifications. Select checkboxes for the desired events to enable notifications for that event:
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©

0 Info Motifications Email setfings
Setup email ad 5, S d secure parameters
M Notifications Alerts
Provide alerts threshold s
wr Event alerts
€ Exit Application e Lo

Event notifications

Scheduled Reports
Configure reports mailing

NEELN

Backup, Optimization and Replication notifications setting:

Acronis Cloud Manager

Backup Motifications

iSuccess backup complete notificationsé

Failed backup complete notifications

Replication Notifications

Motify when replication successfully completed
Maotify when replication failed

Maotify when replication health state changed to 'Critical’

D Maotify when replication health state changed to "Warning’
D Maotify when replication health state changed to "Normal’

Dynamic Optimization Notifications

Motify when migration succesfully completed

Save

13.1.4 Scheduled reports

To configure scheduled reports mailing, select Notifications - Scheduled reports.

©

9 nfo Notifications Email settings

Setup email ad SMTP se

W Notifications

Event alerts

Exit Applicati
) Exit Application e

Event nofifications
Backup, Optimization and Replication notifications

NeEEaN

Scheduled Reports
Config ports mailing

Acronis Cloud Manager

Report Last start Mext start | Scheduler Type | Scheduler

» | System Status Report 5/29/20... Daily Setup Scheduler g
Zombie VM Report 5/29/20.. | Daily Setup Scheduler ¢
VM Life Cycle Report 5/29/20... | Daily Setup Scheduler ¢
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Under the Scheduler column, click the Setup scheduler settings button on the corresponding row
to open the scheduler configuration dialog;

Acronis Cloud Manager

©

R rt Last start Mext start | Scheduler T Schedul
0 info 57 MNolifications Email seltings 1 1 R 2o Lot e O L
®  Setup er Manual Setup Scheduler ¢
Configure Scheduler X
W Hotifications m Alerts Manual Setup Scheduler <
Provide
) Manual Manual Setup Scheduler &
i icati Event alg B
€ Exit Application Bt ]
) Hourly
m Event ng
Schedulg
E Configu Every El hours
Start at 1eeM
i-Daypenod Every days
) Selected days Sun Mon Tue Wed Thu Fri Sat
() Monthly
Day of month I:I

Save

When all settings are done, click Save at the bottom of the window on the right side.

Note
These reports can be viewed in the Reporting plugin of Cloud Manager (refer to the "Reporting" (p.
164) section above).

207 Copyright © Acronis International GmbH, 2003-2020



14 Web management console

Web management console is a web-based interface of Acronis Cloud Manager, which provides users
with an access to all application’s features through the web browser. Acronis Cloud Manager web
management console supports both http and https protocols.

Acronis C ) @ HyperV ic) Infrastructure + addserver | 3 @
@ HYPER-V MANAGMENT 82 Virtual machines Sesrch Q
E Virtugl switches
Q GUEST CONNECTIONS H Daestore Name Status CPU usage Assigned Memory  Demand Memory Host Uptime o]
] © run 0% 1GB 522 1B HOsT3 073415
.VL., MONITORING v Infrastructure
@ 4 © run 0% 1GB s12 18 HOST4
0 Searc Q
et AT NETHATACN Qs O Run 0% 16B 450MB HOSTS
3 HOsT2
a RS o HosTS @ v © Run 0% 268 e HOSTY
& HosT Q@ o © Run 0% 268 593 MB HOST1
3 HOsTS
o HosTE @ hestt © Run 1% Bl L] HVOTN2
& clus @ host2 Q Run [ 368 8GE HVOINA
@ hests © Run 1% Bl L] HVOTN2
@ hests © Run 1% Bl L] HVOTN2
@ hests O R 1% Bl L] HVOTN2
@ NewvMm Q@ off [ 0 0 VO
@ NewvMm Q@ off [ 0 0 HOST:

There are the following main parts of web console interface:

= Main navigation pane.
Main navigation pane appears on the left side of the browser and contains the list of available
plugins. You need to select the necessary plugin to open its content in the main browser's window
to the right from the main navigation pain.

= Middle navigation pane.
Middle navigation pane appears to the right from the main navigation pain and contains sub-menu
with the selection of the objects and/or sections, applicable for the currently selected plugin.

m Dataarea.
Data area appears in the main part of the browser's window and shows text and/or graphical
information about objects. It also contains applicable buttons and controls to perform operations
with the objects and initiate various procedures. Context menu commands are also available for
the objects where applicable.

14.1 Web management console installation

Web management console arrives along with the main setup archive of the product as a pre-
configured .vhd file. It already contains all necessary software and required OS (Ubuntu Linux 18.04).
Allyou need to do is prepare in advance generation 1 Hyper-V virtual machine, in accordance with
system requirements and attach that vhd to this machine. Then review and configure a few settings
inside the created virtual machine and on the management server side as described below.

You need to do the following;



1. Create generation 1 Hyper-V virtual machine in your environment that Acronis Cloud Manager is
supposed to work in. This virtual machine must be connected to the external virtual switch and
has the access to the management network, where the main application components will be
working. Requirements to the machine you can find in the "Deployment and configuration” (p.
12) - "Acronis Cloud Manager web portal" (p. 13) section above.

2. Attach vhd disk that arrived with the installation package to the created VM. Open the guest
console and login to the system:
login: acronis
password: CloudManager5

3. Execute the following commands:
ip addr show (you will get the IP address of the portal by this command)

Then execute:

sudo ./initsettings.sh

Note

If you provide there http:// based address of management server, then portal will be configured
without using ssl/tls. You will need to edit config file C:\Program Files\5nine\5nine Cloud
Manager Management Service\5nine.Manager.exe.config:

should replace https with http in the key: add key="ManagementServiceExternalUrl"
value="http://*:16080".

4. If you wish to use ssl/tls then BEFORE running the portal configuration script you need to install a
valid certificate for management server - self sighed will not work. Installing pfx is available only
within the management service installation wizard.

Install the certificate for the portal.
Open in a browser http:// or https:// using portal IP.

If required, run commands in Ubuntu to reconfigure FQDN address, change the default password
of the user etc.

14.2 Web management console operations

In current release there are the following features implemented in Acronis Cloud Manager web
management console:

m Hyper-V management: all operations with VMs, virtual switches and datastores.

m  Guest console VM connection: access VM directly from the web portal via guest console.
m Hyper-V monitoring: various performance indicators and alerts for Hyper-V objects.

m Administration: operations with users, tenants, roles and permissions.

Next release will include other features:

m Azure management: operations with Microsoft Azure subscriptions.

m Hyper-V backup & replication.



m Reporting: creating various reports for Hyper-V environment/resources.

m New self-service tenant portal, based on the new features - resource pools and quotes.

14.2.1 Hyper-V management

Hyper-V management plugin has the same features as desktop console including operations with
VMs, virtual switches and datastores. The submenu appears on the middle pane to open the
necessary section: Virtual Machines, Virtual Switches and Data Storages.

Hyper-V ® Infrastructure + Addserver ‘ N @
@ HYPER-V MANAGMENT 88 Virtual machines Search Q
3 Virwal
E GUEST CONNECTIONS H Datastore Name Status CPU usage Assigned Memory Demand Memoary Host Uptime o]
Q@ 3 © Run 0% 168 522 MB HOST3 07:3415
Ale monrTorING “ Infrastructure
Q@ = © Run 0% 168 s12MB HOST4
0 Search Q
St ADMINISTRATION @ s © Run 0% 168 450 MB HOSTS
a T — @ csvm © Run 0% 268 593 MB HOST1
@ csvme © Run 0% 268 593 MB HOST1
@ host1 Q Run 1 368 8GE HWOIN2
@ hosz QO FRun o 8GB 8GB HVO
@ hos3 QO FRun 1 8GB 8GB HVOIN2
@ hostt QO FRun 1 8GB 8GB HVOIN2
@ hosts QO FRun 1 8GB 8GB HVOIN2
@ NewvM @ off o 0 0 HVO
@ NewvM & o 0 0 0 HOST:

Guest connection view is implemented via Guacamole remote desktop gateway (see
https://guacamole.apache.org/).

Acronis Cloud Manager

@ HYPER-V MANAGMENT
GUEST CONNECTIONS
MONITORING
ADMINISTRATION

NOTIFICATIONS

T
Press Ctrl+Alt+Delete to unlock. S

2:00

Friday, November 20



https://guacamole.apache.org/

14.2.2 Hyper-V monitoring

Hyper-V monitoring plugin has the same features as desktop console including various performance
graphs and alerts for Hyper-V hosts and VMs,

Acronis Cloud @ Summary ic] Infrastructure [CEE N | & oynamicoptimization | Q@
@ HYPER-V MANAGMENT v Infrastructure SUMMARY
Search Q

g GUEST CONNECTIONS

Object Summary Hosts Health
J\ILo MONITORING > Hosts 3

Clusters 0
O, AbmINISTRATION » Datastores 5 3 Healthy: 3
ot Warning: 0

@ Virtual Machines 2 Total & Critical error: 0

> Logical Groups

Q NOTIFICATIONS

Hosts: 3

Virtual Machines Health

Healthy: 2

Warning: 0

Total o Criticalerror: 0

Virtual Machines: 2

14.2.3 Administration

Administration plugin has the same features as desktop console including all operations with tenants,
users and roles within the role-based access model and jobs management.

Acronis Administration [ Roles > Full Access O ©
@ HYPER-V MANAGMENT i Users [£ EditRole X Remave Role

Tenants
E GUEST CONNECTIONS E| Roles

& Categories General
Jv‘-u MONITORING

Name Full Access

o o °
=8 ADMINISTRATION Description

+ es

[E] Full Access Quner

Q NOTIFICATIONS

Resources Type

Name Is Enabled Description

+ Resource Type: Storage




HYPER-V MANAGMENT

GUEST CONNECTIONS

MONITORING

ADMINISTRATION

NOTIFICATIONS

Name

Jcore/user/batch

Logon

IHyperV/Discovery/Stor:

IHyperV/Discovery/stor

Storage Discovery

Logon

Install Agent

Install Agent

Logon

Logoff

Collect log files from age

Logon

Q

Description UserName

admin

Authenticate custom user . admin

admin

admin

Storage Discovery admin

Authenticate custom user . admin

Agent installation on ‘betas admin

Agent installation on ‘beho admin

Authenticate custom user . admin

Logoff user admin, client IF admin

admin

Authenticate custom user  admin

Any

Status

Failed

Completed

Failed

Failed

Completed

Ccompleted

completed

Ccompleted

Ccompleted

Completed

Completed

Ccompleted

All jobs

ContextObject

Started

4/11/2020

1/11/2020

29/10/2020

29/10/2020

29/10/2020

29/10/2020

29/10/2020

29/10/2020

29/10/2020

26/10/2020

26/10/2020

26/10/2020

Finished

1/11/2020

29/10/2020

29/10/2020

29/10/2020

29/10/2020

29/10/2020

26/10/2020

26/10/2020

26/10/2020

Progress

100 %

100 %

100 %

100%

100%

100 %

100%

100%

100 %

100 %

100 %

100%




15 REST API

On the Acronis Management server, open a web browser to https://localhost:16080/Swagger

| @ https://localhost: 16080/swagger/

This will open the Acronis swagger API interface

e~ || ® https/localhost 16020/ swagger/indexhtml</Host/Hos O + @ Certificate error © |® Swagger Ul x‘ ‘

1 swagger

v

Acronis Cloud Manager ==

[ Base URL: localhost:l6080 |
Iswaggerlvi/swagger json

Acronis Gloud Manager REST API
Support - Website

Schemes
HTTPS Authorize @

ActiveDirectory
AgentVersion
Category
Cluster
Discovery

EventAlarms

GlobalSettings

Navigate to authentication to generate an API key for testing

Select the /core/authentication/negotiate

Authentication

‘ m /Core/Authentication/Negotiate

Execute the API call: select Try it out

Authentication ~

>

| /Core/Authentication/Negotiate a8 ‘

No parameters

Next, select Execute
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https://localhost:16080/Swagger

Authentication

/core/Authentication/Negotiate

Parameters ca

No parameters

Clear

Responses Response content type | appli

Copy generated access token without the quotes:

Curl

curl -X GET "https://localhost:16080/Core/Authentication/Negotiate” —H “accept: application/json" -H "Authorization: Bearer
eyJhbGciDiJTUzI1N: IsInR5eCI6TRpXVCTY . ey JodHRwOi Bvc2RoZWl hcy 5 4bWxzb2Fwlm9y Zy 9 3cy ByMDA1 LzA1L21 kZWS0aXR5LINSYW] tcy 9uYW11T joicm9i Tiwic3ViTjoiNnE22 11 ZGYxYWF i NGEhMD11 Y2Fi ZDAhMDT2NGZ 1Mz T LCIqdGk
101 IyMDI3MTZhZS0wYWEXLTO40DK tY ThhNi04ZDJmNzhkN2RhN 7 Ai LCIpYXDi0iE1NDg SNTERMzUs 51 23 T 6MTUOODK 1MTAZNSwi ZXhw joxNTUXHTOZMDM1 LCTpc 3Mi0i J odHRwCzow Ly 0 6MTY wiDAL LCThdWDi0i JodHRwc ZovLy o GMTYwODAL FD.

HPIK1CiWRUWL3BFRZZDITrlc Opl e8R V3HMFHBTsW"

Request URL

https://localhost:16080/Core/Authentication/Negotiate

Server response

Code Details

2 Response body

ccess token": "eyJhbGeiOiJIUzIINiISInR5cCI6IRpXVCIY. eyJodHRWO1 8ve2NoZW1hey 5AbWXzb 2FwLlm 9y Zy 93cy 8yMDA1 LzA1 L21 kZWS0aXR5LZNS YW1 tcy SuYW11Tjoicm9iTiwic3ViljoiNmE2Z JT1ZGY X YWFINGZh
MD11¥zFi ZDAhMDT2NGZ1M=T1 LCIqdGk 01 Ty MDT3MTZhZSOwYWEXLTOAODK tYThhNi 0 4ZDInNzhkN2RhN A1 1.CIpYX0i0E1NDGSRTEwMzUs Tm5 1 21 T6MTU00DK IMTAZNS w1 ZXhwT J oxNTUxNTOzMDM1 LCIpc3MiDi JodHRwezovLy o6
MT¥wODA LCIhdWDi01JodBRWCZovLy o EMTYwODAI £ HPTK 1CiWRUWLIBfRZZDITrlc Opl eSR VIEmEHBTsw",
“expires in": 2592000 Download
¥

Response headers

transfer-encoding: chunked

content-type: application/json; charset=utf-8
www-authenticate: Negotiate oRSWGaADCGEACXIEEAEAAAALIZAADT01BAARAAN—

Responses

Code Description

Browse back to top of the swagger AP| Screen and select Authorize

5nine Cloud Manager “=

[ Base URL: localhost:16080 ]
Iswaggerv1/swagger json

5nine Cloud Manager REST API
Support - Website

Schemes
HTTPS

Enter the access token into the Value field,

Note
You will need to add the word bearer before the access token, using the above access token.

The example entry would look like this:

Bearer
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eyJhbGciOiJlUzI1NilsInR5cCl61kpXVC]9.eyJodHRwWOi8vc2NoZW1hcy54bWxzb2FwLm9yZy93c
y8yMDA1LzA1L21kZW50aXR5L2NsYWItcy9uYW1lljoicm9iliwic3ViljoiNmE2Zjl1ZGYXYWFING
ZhMDIiYzFiZDdhMDI2NGZIMzIiLCJqdGkiOilyMDI3MTZhZSOWYWEXLTQ40DktYThhNi04ZDJm
NzhkN2RhNjAILCJpYXQiOjE1NDg5NTEWMzUsIm5iZileMTUOODk1MTAzNSwiZXhwljoxNTUx
NTQzMDM1LCJpc3MiOijodHRwczovLyo6 MTYwWODAILCJhdWQiOijodHRwczovLyo6 MTYwODA
ifQ.HPIkICIWKUWL38fRZzDI7rlc_Qp1_e8R_V3HmMfHB7sw

Available authorizations

Bearer (apiKey)

Mame: Authorization

In: header

Value:

Bearer eyJhbGciOiJIUzZI 1N x

Select Authorize, at this point, you should be authenticated to the API, You can now run and test
other fuctions of the APIl. For more details about the APl including examples please review
https://www.acronis.com/en-us/support/.


https://www.acronis.com/en-us/support/

16 Support information

To ease the communication process with Acronis technical support in the case of any questions
regarding product function or if an investigation is required, automatic support information
collection of logs is available in the Acronis Cloud Manager console. To get the support information
archive, go to the Home tab - Info - Export log files for support. You will be offered to save the
archive either directly on your desktop (by default) or any other place of your choice:

Acronis Cloud Manager

©

O Info

Add License

a

Acronis Cloud Manager 5.0.20303.1

W Notifications © 2020 Acronis International GmbH,
Export Log Files for Support

) Exit Application % Type State

® Export Log Files = ]

Evolve

€ &

Please specify a location where you want to save the log files. Free oK

| Save to Desktop [as Acronis.Logs.zip)

®

Full oK

Cancel

Please attach the collected archive to your request or send it to 5ninesupport@acronis.com or the
Acronis representative that you are in contact with.

Join our Acronis support community at https://www.acronis.com/en-us/support/5nine/cloud-
manager/ where you can:

= View the latest knowledge base articles, guides, release notes and more!

m Download the latest product releases and updates!

m Suggest new product ideas as well as commenting and voting on existing ideas!
m Chat directly to our support team with our new live chat system!

m Submit support requests and keep track of existing requests!
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17 Uninstalling Acronis Cloud Manager

1. To uninstall Acronis Cloud Manager, you can use the same bootstrap application:

Acronis Cloud Manager Setup

Q Acronis Management Service
ﬁi-a Installed

This component should be installed on the VM or haost that

will be set as a management server to manage the entire
Windows Server/Hyper-V/Cloud environment.

Cloud Manager

Acronis Management Console
Install

v
|

Acronis Cloud Manager is a solution designed to help

organizations efficiently manage Microsoft Hyper-\ and

Hybrid Clouds. It provides multitenancy and role based This component should be installed on the VM(s) or Host(s)

access control providing ﬁne-grained control over that will be_used by administrators to manage the Hyper-V
S ) and Cloud infrastructure,

virtualization hosts, networking and other resources to

create and deploy Hyper-V and Azure virtual machines.

Acronis Manager Host Agent
Install

M

This component should be installed on each of the managed
Hyper-V host(s)/cluster node(s).

Documentation Virtual Labs

s International GmbH. 2020. All rights reserved.

2. Select the component you need to uninstall and click on it to run uninstallation process.
Or you can open the Start menu, go to Control Panel > Add or Remove Programs, choose
Acronis Cloud Manager components you want to uninstall and click Uninstall.



B Programs and Features

&« v 4 B » Control Panel » Programs » Programs and Features

Control Panel Home :
Uninstall or change a program

View installed updates

& Tum Windows features on or

To uninstall a program, select it from the list and then click Uninstall, Change, or Repair.

- [m]

Search Programs and Fe...

i Organize ~ | Uninstall | Repair o
Install a pregram from the ~
network MName Uninstall this program. Publisher Installed On  Size Version
{(A} Acronis Cloud Manager Console Acronis 41472020 323MB  5.0.20303.1
(A} Acronis Cloud Manager Management Service Acronis 4/15/2020 518MB  5.0.20303.1
|3 Active Directory Authentication Library for SOL Server  Microsoft Corporation 6/2/2019 1.78MB  14.0.1000.169
|3 Browser for SQL Server 2016 Microsoft Corporation 442172019 10.2MB  13.1.4001.0
[AFicZilla Client 3.41.2 Tim Kosse 442172018 265ME 3412
€ Google Chrome Google LLC 4/9/2020 80.0.3987.163
=115 10,0 Express Microsoft Corporation 7172019 403 ME 10,0743
ﬁMlcro;of‘t.NET Core SDK 2,1.507 (x64) Microsoft Corporation 7172019 478 ME  2.1.507
[®E| Microsoft NET Framewaork 4.5 Multi-Targeting Pack Microsoft Corporation 6/2/2019 41.8ME 4550710
[®E| Microsoft .NET Framework 4.5.1 Multi-Targeting Pack ~ Microsoft Corporation 6/2/2019 493 ME 4550932
[ Microsoft .NET Framework 4.5.1 Multi-Targeting Pac..  Microsoft Corporation 6/2/2019 T45MB 4550932
[ Microsoft .NET Framework 4.5.1 SDK Microsoft Corporation 6/2/2019 194 MB  4.5.51641
[ Microsoft .NET Framework 4.5.2 Multi-Targeting Pac..  Microsoft Corporation 6/2/2019 T44MB 4551209
28 Microsoft Azure Authoring Tools - v2.9.6 Microsoft Corporation 7172019 122MB  2.9.8899.26
Microsoft Azure Compute Emulator - v2.9.6 Microsoft Corporation 71172019 2.9.8899.26
28 Microsoft Azure Libraries for MET —v2.9 Microsoft Corporation 7/1/2019 67.7MB  3.0.0127.060
EE Microsoft Azure Storage Emulator - v5.7 Microsoft Corporation 7172019 5.7.18218.1723

Acronis Product version:  4.0.20105.1
Size: 323 MB

Repeat this procedure on every machine where the Acronis Cloud Manager components are installed.

Note

Acronis Cloud Manager database and its data is retained until you manually remove the database.
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