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Product Overview

About Detection and Response

Detection and Response is a comprehensive cyber security solution that monitors system events on
end user workstations and identifies possible threats to the system. The technology used to detect
potential security attacks is based on detailed analysis of the operating system behaviors (activities)
taking place at the workstation's kernel level.

The Behavioral Patterns Map (BPM) is a unique analysis technique that categorizes all normal
behaviors of the operating system into sets of predefined behavior patterns. Any unauthorized
method of performing these behaviors (e.g., deleting a file using a hidden command line) is
identified as a deviant and potentially malicious operation. The BPM technique enables the analysis
to be performed accurately and efficiently, without affecting user experience or workstation
performance.

Once the Detection and Response system is installed and configured, the Detection and Response
Monitoring Environment management tool provides administrators with full visibility and control of
processes and behavior occurring on endpoints. Any unauthorized or potentially hazardous activity
or process in an endpoint can thus be quickly identified and handled. In addition, administrators
can use the Detection and Response Monitoring Environment to define security policies, generate
reports, and perform other management activities.

This guide explains the main functions and capabilities of the Detection and Response Monitoring
Environment, and provides administrative users with a quick reference to commonly performed
procedures and management tasks.

The Detection and Response Approach and Solution
Architecture

Acronis Detection and Response is a threat-agnostic endpoint and server security solution designed
to detect and prevent unknown-unknown threats. Detection and Response prevents targeted APT,
zero-day and other highly sophisticated cyber attacks, regardless of whether any prior knowledge
about the threat exists.

Detection and Response is the world's first threat-agnostic defense solution that can identify and
stop a new attack without the need for any breadcrumbs, baseline or other prior knowledge. This all
new approach to stopping attacks is based on mapping operating systems at the kernel and system
call level with exacting cartography. Instead of analyzing vector points, attack methodologies and
comparing malware spread mechanisms whose numbers can reach multi billions per year,
Detection and Response focuses on the most common denominator of all threats - the damage.

The Detection and Response approach leverages a patented way of mapping out all normative ways
to perform actions on a desktop or server. A user can delete, exfiltrate, manipulate, or encrypt data
in just a few simple clicks during the course of normal work. However in the background, at the



kernel level of the operating system, these few mouse clicks can represent dozens of thousands of
system calls to the operating system. Acronis Detection and Response is specifically designed to
map and track all these operating system calls and verify that they adhere to strictly normative
methodologies that are consistent with legitimate use. This approach has been proven to
successfully improve malware detection and prevent damage to assets.

System Architecture and Components
The solution architecture includes the following main components:

e LT: A Detection and Response Tray utility that displays information about Agent and BPM
configurations. It can also show the history of denied events detected by Detection and Response
on an endpoint.

* PS Tool: This utility runs in the user space. It collects information about running applications and
passes the data to the Driver. The BPM Engine in the Driver uses the information provided by the
PS Tool for analysis.

» Detection and Response Agent: The Agent is a Windows Service that gets information from the
Driver (e.g., events detected and statistical data) and sends it to the Detection and Response
Backend System. The Agent also receives system configuration data, such as new BPM Policies,
from the Backend System.

The protection level of the Detection and Response Agent can be set to either Prevention mode,
to block threats, or Detection mode, to report threats to the Backend System. Even when an
Agent is not connected to the server backend, Detection and Response continues to run and to
protect the device.

» Detection and Response License Installer: A standalone application for initial installation of
the Detection and Response Agent. This application communicates with the Backend System to
obtain the Detection and Response Agent installer, licenses, configuration, BPM rules and more.

» Detection and Response Minifilter Driver: A Windows Driver that registers system callbacks,
hooks and events for monitoring. Detection and Response monitors every important system call,
including file, registry, process and network operations.

The Driver contains a module called the Behavior Pattern Mapping (BPM) Engine. For more
information, refer to the sections below.

« Detection and Response Backend System: Also known as the Detection and Response Server,
this component receives events and statistical information from endpoints, and stores this
information in the database. The Backend System provides administrators with Ul access to the
system via the Detection and Response Management Environment. The Detection and Response
Monitoring Environment displays detailed data about system settings, detected threats, and
other endpoint security information. It also enables authorized users to manage security settings,
upgrade BPM and Agent versions, investigate attacks, and more. The Server can be deployed as a
physical appliance, as a VM, or in the Cloud.



System Requirements

Minimum system requirements

e Hardware:
° Processor: Intel Core 2 duo, 2GHz or equivalent
° Memory: 4GB

» Software:
o Framework: .NET 2.0
° SHA256 support

o Storage: 1.1GB of available space (installation 100MB, maintenance 1GB)

Supported operating systems
Detection and Response can run on the following operating systems:

e Workstations:
o Windows 7 (32-bit and 64-bit)
o Windows 10 (64-bit)

e Servers:
o Windows Server 2008 R2 (64-bit)
o Windows Server 2012 R2 (64-bit)
o Windows Server 2016 (64-bit)
o Windows Server 2019 (64-bit)

Detection and Response's Behavior Pattern Mapping

Based on a new, proprietary programming language developed by Acronis, the patented BPM is the
first-ever language developed specifically to map legitimate complexed OS behaviors. Using the
BPM, Detection and Response is capable of analyzing hundreds of thousands of system calls in real
time. The unique Operating System research and maintenance of the BPM is conducted by Acronis
Security Research Team experts.

The BPM's main advantage is that it makes Detection and Response a threat-agnostic solution which
renders the attack vector irrelevant. Malware will be blocked on its first attempt to cause damage,
regardless of where it came from. Whether the attack method includes a USB flash-drive, a
remote/local exploit, a file-less approach or some other attack vector, Detection and Response will
be able to detect and prevent the attack without any prior knowledge or attack-related research.
Hence, while attackers focus on developing new sophisticated techniques, these remain irrelevant
to Detection and Response.

Since Detection and Response's methodology is purely deterministic, it can even detect threats that
already exist in the system. Although Detection and Response does not scan for the presence of



signatures on an endpoint upon first deployment, there is no impact on detection abilities.
Detection and Response will prevent any damage from occurring as soon as the threat becomes
active.

Here are just a couple of examples showing how the BPM approach effectively prevents damage:

» Detection and Response will block actions such as process injection, persistency-establishing
activity (e.g., registry entry creation under Run or RunOnce) and a malicious attempt to
communicate with an external server. Each of these actions is identified by a set of specific
system calls that may be in the order of hundreds of thousands of unique calls. However, since
the sequence of actions /system calls does not match any of the normative paths defined by
BPM, they will not be allowed.

» Detection and Response’s approach to threat detection will prevent ransomware damage. The
BPM has a map of all normative ways to delete or override a file, and defines rules accordingly.
Any other method of file handling is considered to be malicious, and Detection and Response will
block it.

Note

Detection and Response is integrated with the Windows Defender Security Center. When the
Security Center detects the Detection and Response Agent, it automatically disables its own active
anti-virus functionality. If desired, you may still schedule periodic scans to be run by Windows
Defender.

Detection and Response's Protection Modules

The BPM (Behavioral Patterns Mapping) analysis method used by the Detection and Response Agent
categorizes all behaviors taking place on the endpoint into Protection Modules. The Protection
Modules protect essential data and resources by detecting specific behaviors that may be
hazardous or malicious.

Each Protection Module safeguards the endpoint from a specific type of threat. The different
Protection Modules and their functions are described in the following table.

Protection Module Description
Name
Abnormal Protects against malicious network communication.

Communication

Application Protects against malicious modification of installed applications.
Tampering

Browser Hijacking Protects browser settings from harmful modifications.
Code Injection Protects against malicious code injection.

Data Corruption Protects various types of valuable data, such as media, documents and archives,
from being corrupted or manipulated.



Protection Module Description

Name
Evasion Protects against elusive mechanisms of malware.
Local Data Protects against data theft using removable storage.
Exfiltration

Partition Corruption Protects disk partitions from being altered.
Persistence Protects sensitive persistence areas.

Registry Protects sensitive registry keys from malicious modifications.
Manipulation

Shell Access Protects against execution of an illegitimate command line shell.
Shell Activity Protects against illegitimate shell executions.

System File Protects critical Windows system files.

Impairment

System Security Protects against illicit modification of system security settings.
Alteration

Unauthorized Protects processes and threads from being accessed illegitimately.

Access Request

Terms and Concepts

The following tables provide definitions for terms and concepts commonly encountered while
working with Detection and Response.

System Components

Term / Concept Definition

Agent/BPM package A compressed file containing updates for the Agent and/or BPM.

Asset A workstation or server on which the Detection and Response Agent is installed.
Endpoint A workstation on which the Detection and Response Agent is installed.

Detection and A server dedicated to collecting the results of the Agents' behavioral analysis and
Response Server storing this information in a dedicated database.

PM Protection Module: A category of protection provided by the Detection and

Response Agent. Each PM safeguards Assets from a specific type of threat.

Detection and Detection and Response Management Console: A web-based administrative tool
Response that provides advanced event analysis, Hardening Policy configuration capabilities
Management Console and more.



Term / Concept Definition

Detection and Detection and Response Management Environment: A web-based dashboard that
Response Monitoring  enables IT or security administrators to manage the Asset layer.
Environment

Server A server on which the Detection and Response Agent is installed.
Server package A compressed file containing updates for the Detection and Response Server.
WR War Room: An optional premium management console that enables first

responders to view the security status of all Assets in the organization.

Security Concepts

Term / Definition
Concept

Attacked Asset  An workstation or server on which a potentially malicious process has been identified.

BPM Behavior Pattern Mapping: An analysis method that maps all normative operating
system (OS) call flows. The Detection and Response Agent then thwarts non-normative
system calls before their execution.

Compromised

process

Detect Identify the presence of potentially malicious processes.

Event An occurrence in which a malicious process performed or attempted to perform one or
more activities on an Asset. Events can be of critical, high, medium or low severity.

Intelligence Information derived from external sources.

Malicious A running program that has the potential to compromise or damage the security of an

process Asset, and possibly result in a chain of events involving other processes and malicious
activities.

Prevent Block activities launched by potentially malicious processes.

Signature A means of guaranteeing the authenticity of an electronic document.

Tainted process A process that became compromised as a result of an operation performed by a
malicious process.

Trusted Source  Afile that is considered to be free of security threats, based on information gathered
from cloud intelligence.

VirusTotal (VT) A service that analyzes files and URLs for viruses, worms, trojans and other kinds of
malicious content.



Assets and Their Properties

Term /
Concept

Group

Hostname

0sS
Pending
Risk level

(Group)

Status

Definition

A user-defined collection of Assets that usually have one or more common characteristics
(e.g., location, department, etc.). Assets in a Group operate according to their own settings
regarding Exception assignments, update rules, and more.

A label assigned to a device connected to a computer network. This label is used to identify
the device in various forms of electronic communication.

A unique string of numbers, separated by periods, that identifies a computer using the
Internet Protocol to communicate over a network.

System software that manages the hardware and software resources of the computer, and
provides common services for computer programs.

A Status in which an Asset has been sent an update by the Detection and Response Server.

The degree of potential consequences in the event of a cyber attack on Assets in the Group.
Risk level (High, Medium or Low) is assigned by the Administrator based on the value of the
Group's Assets.

The current state of Asset authorization in relation to the Detection and Response Server.
An Approved Asset has a license to run and complies with Server policies.

Analyzing Events

Term /
Concept

Caller

Event
forensics

Event time

Hash

Parent
process

Path

Publisher

Definition

A process that attempted or performed a malicious operation.

Aview in the Detection and Response Management Console Dashboard full drilldown that
lists all activities generated on an Asset by a malicious process. Selecting an activity displays
full details about that activity, including a Storyline visualization that lets the viewer easily
see the flow of events involved.

The date and exact time at which a process performed or attempted to perform one or
more activities on an Asset.

An identifier based on the MD5 (message digest) algorithm.

The process that created the caller process.

The file system location (e.g., of a process).

The company or organization that digitally signed a process.



Term / Definition
Concept

Root cause  The source from which an attack originated, such as an e-mail client or a Web browser.

Session The user who was logged in during an event.
username
Status Current handling status of an event, e.g., reviewed by a Security Analyst, confirmed to be

malware, etc.

Target The intended destination or file of a malicious process.

Handling Events

Term / Definition
Concept
Exception Arule that instructs the Agent to permit an action that it would normally block.
(Policy)
Hardening A user-defined rule that instructs the Agent to block or alert on an operation that would
Policy normally be allowed.

Accessing the Detection and Response Management
Environment

Logging into the Detection and Response Monitoring Environment involves accessing the Login
page and providing your administrative credentials.

To log in:

1. From your browser, access the Login page by entering the IP address of the Detection and
Response Server.



2. Enter your user name and password in the appropriate fields, and then click Login.
The Detection and Response Monitoring Environment console opens, with the Dashboard view

displayed by default.

Detection and Response Monitoring Environment
Console Overview

Following a successful login, the Detection and Response Monitoring Environment console is
displayed. The main components of the console are listed and described in the table below the

diagram.

Paranfiyid ACME Corp




Number

Feature

Customer title

Description

Displays the name of your company.

2 Logout button Ends your Detection and Response Monitoring Environment session, and
redirects you to the Login page.
3 Show/Hide Use this toggle to show and hide the Server Information, Resources and
toggle Activity panes below.
4 Server Displays general information about the Detection and Response Server
Information and the current protection level of the endpoints. For details, refer to
Viewing Server Information.
5 Resources Displays information about current Detection and Response server
resources (amount of consumed CPU, memory and storage).
6 Activity graph Displays the number of malicious behaviors detected relative to all
behaviors that were monitored in your set of endpoints.
7 Administrative Enable you to perform specific management actions, such as sending
action buttons updates, configuring endpoint settings, and updating policies.
9 Management Opens the Detection and Response Management Console, a new interface
Console button  from which you can view events in an enhanced Security Center, create
and manage your Hardening Policies set, and more.
10 System Provide different views that allow you to manage the Detection and
management Response environment. Some of the options include managing the list of
tabs detected malicious processes, creating policies that define how to handle

specific behaviors, monitoring Detection and Response Monitoring
Environment user activity, and generating reports.

Viewing Server Information

This pane displays general server information, such as the version and the number of current open
sessions. The color and appearance of the LED indicator at the top of the pane reflect the current
connection status of the Server as well as the status of other system components and resources.
Hovering over the LED opens a tooltip that describes the status and provides recommendations (if
relevant).

A green LED indicates normal system operation.

® SERVER INFORMATION @

Version: 3.16.11665.1823 | Paranoid Server - online | ENDPOINTS
Time: 7/8/2019, 11:25:15 AM 4} Connected: 50 Unmonitored: 2
Open Sessions: 1 WR- 0/5 n Detection: 1

e Avred LED indicates that the Server is offline.



A green LED with an exclamation mark indicates that the Server connection is normal, but that
other components (license server and/or cloud intelligence) are offline. It can also indicate that
Server storage is high.

® SERVER INFORMATION ® 4 RESOURCES

Version: 3.16.11170.1514 Paranoid Server - anline
The operating system partition has exceeded 80% disk space. To ensure normal system operation please contact Myotron support

Time: 4/8/2019, 12:50:22 AM £} - W%
Open Sessions: 3 WR: 0/5 n Detection: 113 CFU 20.4%

« An orange LED with an exclamation mark indicates that Server storage is approaching maximum
capacity.

The Server Information pane also provides the following details:

» Time: The current date and time (according to the local time zone of the server). Users with
advanced permissions (e.g., Root users) are able to change the time zone of the server. For
details, refer to Configuring Server Time Zone.

« Licenses: The number of licenses in use relative to the total number of available licenses.
* WR: The number of War Room licenses in use relative to the total number of available licenses.
» Connected: The number of endpoints that are currently connected to the Server.

« Unmonitored Endpoints: The number of endpoints that are not being monitored by the Agent,
due to the current configuration of advanced Agent settings.

Endpoints In Detection: The number of endpoints that are not currently in Prevention mode.

® SERVER INFORMATION @

Version: 3.10.10518.1195 Licenses: 112/5000 ENDPOINTS
Time: 10/28/2018, 8:24-23 AM £ Connected: 0 Unmonitored:
Open Sessions: 2 WR-0/5 n Detection: 112

Configuring Server Time Zone
Follow the procedure below to change the time zone of the server.

To update the time zone of the server:

In the Server Information pane, click & .

The Configure Time Zone popup opens.

Configure Time fone

ENTER TIME Z0NE



Open the dropdown list and select the required time zone. Alternatively, enter the name of a city
or geographic area. The list is filtered as you type, for example:

Configure Time Zone

ENTER TIME Z0ONE

Confirm your selection by clicking it (or by pressing <Enter>.
Click Apply.

A confirmation message is displayed.

3.
4. Click Yes.

Following an automatic reboot, the server time zone is reset.



Working with the Detection and Response
Monitoring Environment Dashboard

Detection and Response Monitoring Environment
Dashboard Overview

The Detection and Response Monitoring Environment Dashboard provides a snapshot of all
detected malicious activities and infected endpoints reported to a Detection and Response Server
during a specific period of time. The Dashboard view allows you to view, monitor and investigate all
security alerts, and handle them according to your organization's requirements.

Some functionalities offered by the Dashboard include:

+ Filtering of the lists according to search terms. Depending on the current view, you can filter
according to endpoint name, malicious process name, Protection Module name, or deviant
activity. You can also filter the view to show only the events that affected selected endpoints
Groups.

» Easy access to reliable information about the suspected malicious processes that occurred during
a specified timeframe (default is the past 24 hours).

» Detailed drill down views that provide data about each identified malicious process. This
information includes a concise explanation of the deviant activity involved, a description of the
potential security threat, and an indicator showing whether the process is the originator of the
malicious activity.

e The ability to manage detected activities according to your security policies. For example, you
might decide to allow certain activities that by default are blocked by the Detection and Response
Agent. (For more information about configuring these types of rules, refer to Policies Overview.

Dashboard Interface

Following a successful login, the Dashboard view is displayed by default. If another view is currently
displayed, access the Dashboard by clicking the Dashboard tab.

The main components of the Dashboard are listed and described in the table below the diagram.

\SHBOARD  ENOPOINTS  USERS  L0GS»  POLICES  OROUPS  REPORTS  PROCKSSCS L , 3 4

‘l NFECTED ENDPOINTS 5 o 3 MALICIOUS PROCESSES 6 o]

TIME ¥ TYPE ENDPOINT MAME INFECTIONS STATE TIME ¥ MALICIOUS PROCESS ENDPOINTS STATE STATUS

Activity Loskup 7




Number

Feature

Groups filter

Description

Enables you to filter the display to show only the events that affected one or
more selected endpoints Groups.

Timeframe Enables you to select the period of time for which to display data. By default,
filter events from the past 24 hours are displayed.

Appearance Determines whether the dates/times displayed in the Dashboard are those
sorter when the malicious processes were first detected, or when they were noted

Events filter

most recently.

Furst Appoarance -

Allows you to select one of the following views:

¢ Major Security Events: This summary default view displays important
events.

¢ All Security Events: This view is recommended when performing
analysis of events and activities.

Infected Displays a list of infected endpoints and the number of malicious processes
Endpoints detected on each one. For more information, refer to Infected Endpoints
frame Summary.

Malicious Displays a list of malicious processes detected and the number of endpoints
Processes affected by each one. For more information, refer to Malicious Processes
frame Summary.

Activity Enables you to search for information about a detected activity according to
Lookup its identification number.

button

Selecting a Dashboard Timeframe

By default, the Dashboard displays events that have occurred in the past 24 hours. You can change
this default setting to a shorter or longer time period, as required, using the Dashboard's time filter.

The time filter allows you to select a timeframe from a list of predefined options, or to define a
customized timeframe. To select a predefined time period, open the time filter list and select the
desired option.



Last 2 howrs
Last 3 howrs
Last & howrs
Last ¥ houwrs
Last 12 howrs

1L a3t day |24 howrs)
Last weck
Last monith
Last 3 months
Last & months
Last year

Custom -

I
The Dashboard summary is automatically refreshed according to the selected timeframe.
To define a custom time period:

At the top of the Dashboard summary view, open the time filter list and select the Custom radio
button.

Buttons for selecting the start and end times appear to the right of the Dashboard time filter.

2. Click the button on the left to open a date picker popup.

From the date picker popup, navigate to and select the required start date. Then, at the bottom
of the popup, drag the slider to specify a start time.

D 0 MALICIOUS PROCESSES

TIME ¥ MALICIOUS PROCE

Time

Hour

The date picker closes, and the selected date and time are displayed as the button label.



4. Click the button on the right, and select a finish date and time.

The Dashboard summary is refreshed according to the custom timeframe.

Understanding the Detection and Response Monitoring
Environment Dashboard Summary View

A malicious process is a process detected by Detection and Response that triggers one or more
malicious activities on an Asset. The default Dashboard view shows a general summary of malicious
processes that were detected during the specified timeframe, and the endpoints on which these
processes were found.

Infected Endpoints Summary

This view shows the total number of Assets affected by malicious processes (4 in the example
below), and lists the name (or IP address) of each Asset involved. By default, the list is sorted
according to time of detection, with the most recent detection listed first. However, the list may be
sorted (in either ascending or descending order) according to any column by clicking on the relevant
column header.

4 INFECTED ENDPOINTS SEARCH o)
TIME ¥ TYPE ENDPOINT NAME INFECTIONS STATE

2015-05-05 01:20:45 L= DOTAN-LT o

2019-02-27 04:34:32 L= DESKTOP-UKIPNA3

2015-02-27 04:06:42 L= DESKTOP-100 A

2019-01-24 01:10:1 = ENTI-PC .

B,

The Infections column indicates the total number of different malicious processes that occurred on
the endpoint. The State column indicates the current mode of the Agent on the endpoint (Detection
or Prevention).

The Search tool allows you to filter the Infected Endpoints list according to a key phrase contained
in the name of one or more endpoints. The list is automatically filtered as you type the search term.

Selecting an endpoint (clicking on a row in the list) opens another view that lists all the malicious
processes detected on that endpoint. This view enables you to drill down to more detailed data
about the processes, such as the Protection Modules involved and the specific activities that
constituted the security threat.



In the example below, three malicious processes were detected on the endpoint. The number on
the far left of each row indicates the number of instances that were detected. The icon to the left of
the process name indicates the prevention state of the malicious process. The icon to the right of
the name indicates the security status of the malicious process, based on information from
VirusTotal. For more details, refer to Viewing Malware Information.

DASHEDARD ] [ DESKTOP-UKIPNAT X ]

ENDPOINTS: [z DESKTOP-UK1PN43

IP-192.168.245.22 | STATUS: & Prevention | GROUP NAME: Prevention,
Workstations

3 MALICIOUS PROCESSES

[1] : CryLockerexe o
1] & 49e966e730557fdeBfd8431Tede.. (1]

[11 A\ powershell exe (]

Malicious Processes Summary

This view shows the total number of malicious processes reported during the selected timeframe (3
in the example below), and lists the name of each process involved. By default, the list is sorted
according to time of detection, with the most recent detection listed first. However, the list may be
sorted (in either ascending or descending order) according to any column by clicking on the relevant
column header.



3 MALICIOUS PROCESSES =

EARCH Jo)
TIME ¥ MALICIOUS PROCESS  ENDPOINTS STATE STATUS
2019-11-13 11:17:08 CMD.EXE 1 A Ew
2019 13 09:50:42 SYSTEMINFO.EXE 1 A Mew
2019-11-13 09:650:37 CMD.EXE 1 A Mew

The Endpoints column indicates the total number of Assets affected by the malicious process. The
State column shows the prevention state of the malicious process:

& Prevented

ﬂ Warning (could have been prevented, had the Agent been in Prevention mode)

.E} Detected

The Status column shows the classification or current level of processing of the security incident:

* New: Event handling has not yet begun.

« Confirmed Malware: The process has been confirmed malicious by a Security Analyst.

* Known Malware: The process is recognized as malware in VirusTotal.

* Under Investigation: The incident has been referred to a Security Analyst for further study.
« Awaiting Customer: Has been reported and is waiting for customer response.

» Blocked Software: The process is prohibited for use in the organization, per request of the
customer.

The Search tool allows you to filter the Malicious Processes list according to a key phrase contained
in the name of one or more of the processes. The list is automatically filtered as you type the search
term.

Selecting a malicious process (clicking on a row in the Malicious Processes list) opens another view
that lists all the endpoints affected by that process. This view enables you to drill down to more
detailed data about the relevant malicious process, such as the Protection Modules involved and the
specific activities that constituted the security threat.

Drilling Down to Detailed Dashboard Data

The detailed Dashboard view (Drill Down view) provides additional data about a single malicious
process. Drilling down displays the Protection Modules that detected the process and shows you all
the deviant activities comprising the process.



The Drill Down view includes several features to help you find relevant information and manage the
malicious activities that are listed. The features are described in the table below the diagram.

JASHBOARL ENDPOINTS SERS LOGS » POLICIES GROUPS REPORTS PROCESSES
1 [ osskeoaro | [ sverostexe x | [swas-Lror x| [ agnoRmaL communication x | 3
Malicious Process | EXE O
MD5 - 0861726716C3610CESFSBCFIF4858DA1 GROUP NAME: Default_Group
3 EnppoinTs 2 PROTECTION MODULES 2 ACTIVITIES : Malicious activity detected.
1 of LE8 ALBXZ-LT @ NONE [£] & SYSMHOLLAL OLL: svehost exe modified the attributes of the file SYSMHDLLES DLL b
|- o 38 SHAIG-LTOF > IA A . NICATIOH » 111 A 95.100.97.140-80: swchost.ex L ted with the [P 95.100.91.140-80 v
Solve Export Exceplion Remove 4
Number Feature Description
1 Breadcrumbs These buttons represent the current drill down path. Closing any of them
path (by clicking X) hides the relevant frame. Clicking the Dashboard button
automatically re-opens the Dashboard summary view.
2 Timeframe bar  Displays the currently selected time period for which data is displayed.
3 Search tool Enables you to filter the current view according to a search term. In full

Drill Down view, you may filter by endpoint name, malicious process
name, Protection Module name or activity name. The Dashboard is
automatically filtered as you type the search term.

4 Administrative These buttons allow you to manage the activities displayed in the
action buttons Dashboard. For details, refer to Handling Events in the Dashboard View.

How to Drill Down

Access the Drill Down view by clicking on a malicious process or an endpoint name. You can start
either from the Malicious Processes frame (when viewing infected endpoints) or from the
Endpoint Name frame (when viewing malicious processes).



DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS DASHBOARD ENDPOINTS USERS

[ DASHBOARD } [ SHAIG-LTOP X ] [ DASHEDARD ] [ SVCHOST.EXE X ]

ENDPOINTS: =z SHAIG-LTOP Malicious Process: SVCHOSTEXE 'O

IP-172.21.1.216 | STATUS: o Detection | GROUP NAME: Default_Group MD5 - 0861726716C9610CESF6BCF3F4258DA1

1 MALICIOUS PROCESSES 3 ENDPOINTS

2@ svchost.exe O [ —

] o [F= ALEMZ-LT
2l o G

| o i SHAIG-LTOP

[ o 38 mark-it

Selecting a malicious process or an endpoint name opens the Protection Modules frame. In the

following example, the malicious process impacted one Protection Module (Abnormal
Communication).

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

[ DASHEDARD ] [ MARK-LT X ] [ SVCHOSTEXE X ]

FROM: 2019-07-08 10:19:43 TO: 2019-07-08 10:19:43
ENDPOINTS: [sg mark-lt

IP-10.0.0.170 | STATUS: o Detection | GROUP NAME: Default_Group

1 MALICIOUS PROCESSES 1 PROTECTION MODULES
I DY svchost.exe O > A ABNORMAL COMMUNICATION
Solve Export Exception Remove

Selecting a Protection Module opens the Activities frame, which lists all the deviant activities
detected by the relevant Protection Module.

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

[ DASHBOARD ] [ MARK-LT X ] [ SVCHOST.EXE X ] [ ABNORMAL COMMUNICATION X ]

FROM: 2019-07-08 10:19:43 T0: 2019-07-08 10:19:43
ENDPOINTS: [ mark-lt [s=amcn
IP:10.0.0.170 | STATUS: o Detection | GROUP NAME: Default_Group
1 MALICIOUS PROCESSES 1 PROTECTION MODULES 1 ACTIVITIES : Abnormal Network activity attempt.
I 1 A svchost.exe 0O > I A 2BNORMAL COMMUNICATION > 111 104.113.245.162:80: svchost exe communicated with the IP 104.113 245.162:80 v

Solve Export Exception Remave
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Finally, selecting an activity opens a pane that provides detailed data about the activity. For more
information about each data category, refer to Viewing Activity Data.

[ ABNORMAL COMMUNICATION X ]
FROM: 2019-07-08 10:19:43 T0: 2019-07-08 10:19:43
[ sEarcH
GROUP NAME: Default_Group
1 PROTECTION MODULES 1 ACTIVITIES : Abnormal Network activity attempt.
I A\ ABNORMAL COMMUNICATION > 111 A\ 10£.113.245.162:80: svchost.exe communicated with the IP 104.113.245.162:80. -~
~ SUMMARY
~ PROCESS INFORMATION
 PARENT PROCESS INFORMATION
v USER INFORMATION
v OTHER INFORMATION

Viewing Malware Information

In the Detection and Response Monitoring Environment Dashboard's Drill Down view, malware
information icons are displayed to the right of the name of each malicious process. The icons
indicate the security status for the malicious process, based on malware information available
online.

[ DASHEOARD ] [ DESKTOP-UKIPN&Z X DASHBOARD ] [ SETUPEXE X ]
ENDPOINTS: [z DESKTOP-UK1PN43 Malicious Process: Setup.exe
IP-192.168.245.22 | STATUS: & Prevention MD5 - A10D1CBOBA533D05CB84C29ABCEBES 16
3 MALICIQUS PROCESSES 1 ENDPOINTS
[11 @ CrylLockerexe (1] N of = ENT1-PC

[£] @ 6929662730557fdeBdB43 Tede..

1 A powershellexe

The security statuses are:

Icon Status Description
{:3 Malware status not  An online search has not yet been performed.
checked

29 © Acronis International GmbH, 2003-2021




Icon Status Description

O No Internet The server is unable to search for information due to lack of Internet
connectivity access.

e No malware A search was done, and no online information was found about the
information process.

(] Not a malware A search was done, and the process was found not to be a security threat.

o Malware A search was done, and at least one antivirus application classified the

process as a security threat.

Hovering the mouse over the malware information icon displays the MD5 identifier for the
malicious process and a summary of the online information search. For example:

4 MALICIOUS PROCESSES
2] @ Crylockerexe
[11 @ cmd.exe

L] @ £92966e730557fdelfd8431 Tede .

e ©@¢ o ¢

[11 £\ powershell.exe

Status: Mot a Malware
MD3 Hash: 9500058023203 2BC42BLC2FOFCDEF?13

Process was not detected as malware in online search engine.

Click the icom for additional actions...

Clicking the malware information icon opens a popup that provides the following additional options:

» Show Details: Clicking this button opens a new browser tab displaying VirusTotal's findings
about the process according to its MD5 identifier.



Z|- MALICIOUS PROCESSES

[2] @ CryLockerexe (1] B
[ @ cmd.exe ()
2] & £9e9466e730557fdeBfd84317cde.. @
1 A powsrshell exe (]
Status: Not a Malware a

MD3 Hash: 250005460239032BC5864C2FDFCDERY13

Process was not detected as malware in online search engine.

Show Details

Refresh Status: Clicking this button updates the security status of the malicious process with the
latest information from the server.

Dashboard [DRPBK.E):E X

Malicious Process: DRPBX.EXE O

Mo Internet Connectivity B i

MD5 : 2773E MD3 Hash:  277IE3IDC574T22F6CB0024BATTISALLE

Could not retrieve online malware information due Lo Internet
conneclivily error.

[ 1] ENDPC

:
[3] o

Viewing Activity Data

Selecting an activity from the Activities pane in the full Drill Down view of the Dashboard opens a
frame that provides detailed data about the activity. Click each portion of the data to expand it and
view its information.
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1 ACTIVITIES : Abnormal Network activity attempt.

[1] A 21658 213.174:L43: powershell.exe communicated with the |P 216,58 213.174:443.

w SUMMARY

s PROCESS INFORMATION

w PARENT PROCESS INFORMATION
s USER INFORMATION

w OTHER INFORMATION

Activity data includes:

32

SUMMARY: Provides a concise explanation of the deviant activity and the potential security
threat. The Tainted Process indicator provides data about the root cause of the activity. A Tainted
Process is a process that became compromised as a result of being manipulated by another
process. A Tainted Process status of No indicates that this process is the originator of the
malicious activity.

The summary also lists additional basic information, such as the affected username, domain
name, and timestamps for the event in both the Server's time zone and the endpoint's time
zone. No

[1] A 216.58.213.174:443: powershell.exe communicated with the |P 216 58.213.174:443.

# SUMMARY
DESCRIPTION: The process C:\WINDQWS\Systemn32\WindowsPowerShellwl.0\powershell.exe attempted to connect with the P 216.58.213.174 via port 4
interaction or awareness. This communication may be a part of an attack, intended to provide the attacker with useful command and centrol infermation
destination.
ADDRESS: 216,58 213.174:443
HOSTNAME: par21s04-in-f14.1100.net
TIME: 2019-02-26 06:57:18
ENDPOINT'S LOCAL TIME: 2019-02-26 06:57:18
USER NAME: PC
IJSER DOMAIN NAME: SYSTEM
TAINTED PROCESS: YES
+ PROCESS INFORMATION
» PARENT PROCESS INFORMATION

PROCESS INFORMATION: Provides a list of details about the malicious process, including the
process MD5.

# PROCESS INFORMATION
FATH: CAWINDOWS\SYSWOWLL\REG.EXE
TIME: 2019-11-13 DF:4T:d4 - 2019-11-13 09:47:45
PROCESS MDS: ADTEFC 14083E528C532FBATFL3342E98
PROCESS PATH: C:\Windows \SysWOWasd\crmd.exe
PROCESS ID: 2724
THREAD 1D: 1434

CREATION: 2014-02-18 21:11:58

RAAR BIE. L PR,
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PARENT PROCESS INFORMATION: Provides a list of details about the parent process of the
malicious process.
A PARENT PROCESS INFORMATION
PARENT PROCESS NAME: C:AWINDOWS \system32\crnd. exe
PARENT PROCESS 1D: 35868
N PARENT CREATION TIME: 2018-04-11 23:34:14

PARENT MODIFICATION TIME: 2018-04-11 23:34:14
PARENT LAST ACCESS TIME: 2019-02-26 14:57:01
PAREMT FILE SIZE: 26750 kB
PARENT MD5: LEZACFLFBAZTALBEABLI6BCTLABAZLEF
PARENT SIGMER: Microsoft Windows
PARENT VERSION: 10.0.17134.1 [(WinBuild.160101.0800]
PARENT DESCRIPTION: Windows Command Processor

USER INFORMATION: Displays the user domain name, the username logged into the session,
and the local time zone of the affected endpoint.
. A USER INFORMATION
USER NAME: PC
USER DOMAIN MAME: SYSTEM
SESSION USER NAME: PC
ENDPOINT'S TIME Z0ME: UTC-08:00

OTHER INFORMATION: Lists the Agent and BPM version, the Activity ID, and other additional

relevant details related to the malicious process.
A OTHER INFORMATIOM
FILE SIZE: 295.50 LB
FILE SIGMATURE: Microsoft Windows
FILE VERSION: £.1.7601.17514 [winT=g1_rtm.101119-1850)
FILE DESCRIPTION: Windows Command Processor
AGENT VERSION: 3.12.100.14090
BPM VERSION: 3.12.2000.734
ELAPSED TIME: 02:00:02
DLE TIME: 02:00:00
ACTIVITY ID: 281147

Handling Events in the Dashboard View

The buttons in the lower left corner of the Dashboard Drill Down view enable you to perform
actions related to managing events that are displayed in the Dashboard.
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DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

[ DASHEOARD ] [ POWERSHELL.EXE X ] [ DESKTOP-100 X ] [ABNURMAL COMMUMICATION X

Malicious Process: powershellexe @

MDS5 : 95000560239032BCé8B4C2FDFCDEF?13 | GROUP NAME: Prevention, Workstations
2 ENDPOINTS 1 PROTECTION MODULES 1 ACTIVITIES : Abnormal Network activity attempt.
I 11 @ L[=@ESKTOP-100 > I A AENORMAL COMMUNICATION > [ £\ 21658213.1746:463: powershell.exe communicated with the IP 216.58.213.174:443.

[11 @ [EPESKTOP-UKIPNL3

Solve Export Exception Remove

The options are:

Action Description

Solve Marks a selected event as having been resolved by an administrator. For details, refer to
Resolving an Event.

Export Saves selected Dashboard data as an XML file. For more information, refer to Exporting
Dashboard Data.

Exception Instructs Detection and Response to allow an event that by default would be blocked. For
details, refer to Adding an Exception.

Remove Deletes selected activity data from the Detection and Response database. For details, refer
to Clearing Data from the Dashboard.

Events can be handled at the malicious process level, the Protection Module level, or the activity
level. The impact of the administrative action is determined by the level of drill down that is
currently selected:

 If only a malicious process is selected (there is no further drill down), the actions performed
impact all components of the process, including all the Protection Modules and activities
involved.

 If a Protection Module is selected, the actions performed affect all the activities connected to the
selected Protection Module. However, there will be no impact on other Protection Modules and
their activities.

« If a specific activity is selected, the actions performed impact only the selected activity.



Exporting Dashboard Data

The Export action enables you to export some or all of the activities associated with a malicious
process as an XML file. The file can then be imported to an external database and used for data
comparison or analysis.

To export selected activities:

From the Dashboard, select the relevant event. Then, at the lower left corner of the page, click
Export.

The Export Options popup opens.

Export Options

Please select activities Lo export:

@ Export all activities
@ Export all activities filtered by lime
@ Export all filtered activities

@ Export all solved activities
@ Export all unsolved activities
@ Export all high risk activities
B Delete exporied items

2. From the popup, select one of the radio buttons to specify which activities to export. (For
information about solving activities, refer to Resolving Events, below .)

3. If you wish to remove the activities from the database following export, select the Delete
Exported Items checkbox.

4. Click Export.

The popup closes, and the selected activities are exported to an XML file.

Clearing Data from the Dashboard
Selected data may be cleared from the Dashboard view in the following ways:

» Resolving an event: Records that the issue represented by the event has been handled and
resolved.

+ Removing event activities: Deletes the event from the database.

Resolving Events



After you have investigated an event and taken the required actions to resolve the issue, you can
use the Dashboard to mark the event as solved. Events can be solved at the activity level or at the
malicious process level.

Solved events are automatically removed from the Dashboard view.
To solve an event:

From the Dashboard, select the relevant event. Then, at the lower left corner of the page, click
Solve.

The Confirm popup opens.

Confirm

1.
2. From the popup, click Yes.

The Solution details popup opens.
3. Enter a summary of how the event was addressed and handled. Then, click Save.

The popup closes, and the event is cleared from the Dashboard view.
Removing Event Activities

The Remove option enables you to delete selected activities from the Dashboard view. Removed
data is also deleted from the Detection and Response database.

Warning!
It is generally not recommended to remove Dashboard events, particularly if you have not exported
them.

To delete Dashboard data:

1. From the Dashboard, select the relevant event. Then, at the lower right corner of the page, click
Remove.

The Remove options popup opens.



Remove options

Plea=ze select activibes to remove:

Remove all activities

Remove all filtered ac tivities
Remove all solved ac tivities
Remove all unsohved activities

2. From the popup, select one of the radio buttons to specify which activities to delete. Then, click
Remove.

If the selected activities have not been exported, a warning popup opens:

Confirm x

3.
4. To continue, click Yes.

The popup closes, and the selected activities are deleted from the system.

Adding an Exception from the Detection and Response
Monitoring Environment Dashboard

The Exception action is available in Drill Down view when a malicious process is selected. Use this
option to create a rule permitting an action that would normally be blocked by Detection and
Response.



DASHEDQARD ENDPOINTS USERS LOGS » POLICIES GROUPS REFORTS

DASHEOARD ] MDS-EP24522 X | [ PESTUDIO.EXE X ]

ENDPOINTS: & mds-ep24522

IP:192.168.245 .22 STATUS: & Prevention GROUP NAME: HF20, prevention
él- MALICIOUS PROCESSES 1 PROTECTION MODULES
- cacls.exe O ‘ @ ABNORMAL COMMUNICATION ‘
2] g 3l ko HWYlan exe r:l
n @ PPEE ex O
1@ pectudio.exe O »
Solve Export Exception

Note

For more information about Exceptions and how to work with them, refer to Viewing and Managing
Exceptions in the Detection and Response Monitoring Environment.

When you click Exception, a dialog opens that allows you to create and assign the Exception. For
convenience and to help prevent potential errors, some of the fields (e.g., Protection Module,
Initiator Path, etc.) are pre-populated, based on the details of the selected event. You can modify

any of these values as necessary.

Keep in mind that the number of prepopulated parameters varies according to the current level of
drill down. At the Activity level, the greatest number of parameters will be prepopulated.
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Edit Policy

Policy Details

Mamme:
Description:
ction Module Abnermal Communication
Initiator Path: Is v [l C:\Users\PC\Desktop\Static\Basic\pestudio®,
Initiator Mame: Is v N pestudio.exe
Initiator Publisher

Initiator MD5: FEC33F2384FDF2C2DAASDCICDCOBDEAD

Parent Publisher:

Parent MD3:

» Assign Pobcy

At the top of the dialog, enter a name for the Exception. Then, carefully review all the parameters. It
is recommended to modify parameters such as paths to make them more generic, thus allowing the
Exception to apply to other similar events. You can do this by using asterisks, which are wildcards
that replace any other characters. For instance, in the example above you can make the Initiator
Path *\Users\*\Desktop\Static\Basic\pestudio\

By default, new Exceptions are unassigned and do not affect event handling until they are assigned
to endpoints. You can assign the Exception now or at any point after saving it, by opening the
Assign Policy frame. For more information, refer to Adding a Policy from the Policies Tab.



Using the Detection and Response
Management Console Security Center

The Security Center: Overview

The state of the art Security Center of the Detection and Response Management Console lets you
assess your organization's security status at a glance by providing a snapshot of malicious process
that are threatening your Assets. The intuitive, color-coded design enables you to quickly and easily
identify the most dangerous processes and the Assets that are most at risk. The detailed drilldown
views, which include Event Forensics, provide analysts with every detail necessary to understand
and handle security incidents.

Data in the Security Center is automatically refreshed every 60 seconds.
The following sections describe the Security Center in more detail:

» Accessing the Security Center
 Filtering the Display

e The Security Center Home Screen
¢ Security Center: Initial Drilldown

« Full Drilldown: Analyzing Incident Forensics

Accessing the Security Center

The Security Center is part of the new Detection and Response Management Console. To access it
from the Detection and Response Monitoring Environment, click the Management Console button

at the upper right side of the screen.

[‘.lr-mﬂl-d ACME Corp.- Demo

@ SERVER INFORMATION @ 4 RESOURCES FACTIVITY

12248.2106
2019, 5:58.02 AM ¥
21

onnected: 0 Unmonitared: 0
7. 0/5 n Detection: 114

Manage Packages Modify Endpoint Settings Modify Default Policy Disable Auto Approval Server Management = War Room

ASHEOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

O INFECTED ENDPOINTS SEARCH e O MALICIOUS PROCESSES SEARCH 0D

TIME ¥ TYPE ENDPOINT NAME INFECTIONS STATE TME ¥ MALICIOUS PROCESS  ENDPOINTS STATE STATUS

The Detection and Response Management Console, with the Security Center displayed by default,
opens in a new browser tab,



Filtering the Display

By default, the Security Center displays data related to major security events that occurred during
the last 24 hours. The filtering options in the upper right corner of the Center enable you to adjust

the timeframe, the types of events that are shown, and more.
U SECURITY CENTER

MALICIOUS PROCESSES

The following filtering options are available:

Groups: By default, events affecting any Asset are displayed. To view events that affected certain
Groups, click Select Groups and then choose the relevant Group(s) from the list.

DEFAULT_GROUP

MEDIUM_RISK

HIGH_RISK

LOW_RISK

SERVERS

WORKSTATIONS

PREVENTION

» Event Type: By default, Major Security Events are displayed. Alternatively, you can choose ONE of
the following display options:
o All Security Events: Provides a complete list of security incidents that occurred during the
selected timeframe. This view, which is generally used during incident analysis, can contribute
additional information that may help analysts to understand more about a security incident.

° Policy and Threat Alert Events: This view lists events that violated Hardening Policies and



events that matched the queries defined in Threat Searches.

° All Events: Lists all security incidents as well as all policy and threat alert events.

42

MAJOR SECURITY EVENTS

ALL SECURITY EVENTS

POLICY AND THREAT Al ERT EVENTS

ALL EVENTS

Time: To change the time frame of data displayed, click the filter and select an option from the

list.

LAST HOUR

LAST 3 HOURS

LAST 6 HOURS

LAST 12 HOURS

LAST DAY

LAST 3 DAYS

LAST WEEK

LAST MONTH

LAST 3 MONTHS

LAST 6 MONTHS

LAST YEAR

ALL TIME

If no data was collected during the selected timeframe, you will see the following screen:
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U SECURITY CENTER

MAJOR SECURITY EVENTS -

SERVERS

MALICIOUS PROCESSES /120 ATTACKED ASSETS
PER RISK LEVEL
/ TOTAL
s
WORKSTATIONS

oo MALICIOUS PROCESSES E_ ATTACKED ASSETS

NAME STATUS NTEL TIM AT SETS | HAME STATUS TIME

NO DATA TO DISPLAY NO DATA TO DISPLAY

To view data, select an earlier timeframe.

Security Center Home Screen

The Home screen of the Detection and Response Management Console's Security Center presents a
wealth of valuable data that allows you to quickly understand the overall security condition of your
company's Assets. The information is organized to let you rapidly identify the processes that are
most threatening to your organization and the Assets that are most at risk.

The Snapshot panels at the top of the Security Center provide a high-level breakdown of malicious
processes and attacked Assets. The lower portion of the Security Center contains an overview of
Asset vulnerability. The most threatening malicious processes and the attacked Assets that are most
at risk are displayed here.

For convenience, the Malicious Processes grid is wider than the Attacked Assets grid. To make the
width of the two grids equal, click the arrow between the two grids (circled in red in the figure
below).
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Security Snapshot Panel

The panel at the top of the Security Center shows the number of malicious processes reported and
the number of Assets attacked during the selected timeframe. The total numbers displayed in the
panel are adjusted according to the display filters selected and the current level of drilldown. For
example, if you drill down according to a malicious process, only one malicious process (i.e., the one

selected) will be shown.
The panel displays:

Malicious Processes: The total number of reported processes is broken down according to the
severity of the events that they produced. Detection and Response calculates the severity level
(Critical, High, Medium or Low) based on analysis of the activities that the process

initiated. Unknown processes are those which are not classified as malware by VirusTotal, or for

which no information is available in VirusTotal.

MALICIOUS PROCESSES

CRITICAL
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Note
Processes can be categorized as Low only by Acronis Support or other professional analysts.

Attacked Assets/Total: Shows the number of Assets that sustained events relative to your total
number of Assets. Assets are divided into servers and workstations, and the statistics are color-
coded according to the severity of events that affected the Assets (Critical, High, Medium, Low).
Hovering over a section of the donut chart displays the number of Assets affected by events of

that severity level.
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Attacked Assets per Risk Level: Shows total attacked Assets broken down according to the risk
level of the Groups that the Assets belong to (High, Medium and Low). High risk level Groups
generally contain Assets with more sensitive data (e.g., management).

Attacked Assets that belong to more than one Group are counted once, according to the Group
with the highest level of risk.

PER RISK LEVEL N ~ e
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Asset Vulnerability Overview

This part of the Security Center provides more detailed information about the processes that were
reported and the Assets that were attacked. The data display is designed to help you focus on the
most dangerous processes and identify the Assets that are most at risk.

The Malicious Processes view displays a list of the highest severity processes reported during the
selected timeframe. The processes are sorted according to the Group risk level of affected Assets,
and according to the number of events involved.

aﬂ MALICIOUS PROCESSES

NAME INTEL. ATTACKED ASSETS | STATUS

PESTUDIO.EX NEW
NEW
NEW
NEW
NEW

NEW

NEW

HIGH MEDIUM W LOW

The following data is provided about each malicious process:

Column Description
Name Name of the malicious process.
State These icons indicate how Detection and Response handled the process:

' mPrevented: Malicious activities were prevented.



Column Description

' .Not Prevented: Malicious activities would have been prevented if the Asset had been
in Prevention mode.

* .Detected: Some potentially malicious activities were detected.

Intel. These icons indicate process categorization according to VirusTotal:

* nKnown as Malware: Classified as malware by VirusTotal.
' HUnknown to VirusTotal: No information available in VirusTotal.

nUnknown as Malicious: Not classified as malware by VirusTotal, but is viewed by

Detection and Response as a suspicious process.
Time Timestamp of the most recent security incident.

Attacked The figures and colored bars show how many Assets were affected, broken down according
Assets to affected Assets belonging to Groups of High, Medium and Low risk levels.

Status Current handling status of the security event (New, Reviewed, etc.).

When you hover over the Malicious Processes summary, the following features appear:

Search: Filters the Malicious Processes list according to an entered keyword. The list is filtered as
you type, for example:

6’ MALICIOUS PROCESSES
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Configure Columns: This feature allows you to control the columns that are displayed. Click the
icon to to open the list of columns. To hide a column, clear its checkbox.

°O MALICIOUS PROCESSES Q e

INTEL ATTACKED ASSETS L CONFIGURE COLUMNS

SEARCH Q

[ statE

] INTEL.

[ nime

[] ATTACKED ASSETS

[ status

By default, the Malicious Processes summary lists processes of all states (Prevented / Not
Prevented / Detected), and all intelligence classifications. (If a process involves multiple activities
with different states, the highest state of intervention is displayed.) The Filter icons, which appear
when hovering over the State and Intel columns, allow you to filter the summary so you can view
more specific data.

0" MALICIOUS PROCESSES

NAME STATET INTEL. T TIME ATTACKED ASSETS | STATUS
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To filter the summary, click the Filter icons and then select the states and categories to be displayed.

You can choose one or more filters.
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The right side of the Asset Vulnerability Overview contains the Attacked Assets view, which lists
affected Assets that are at highest risk. The Assets are sorted according to the severity level of the
processes involved and the number of events that were generated.

E]'! 1 ATTACKED ASSETS
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CRITICAL N HIGH N MEDIUM N LOW

The following data is provided about each attacked Asset:

Number Description
Name Name of the Asset.
IP IP address of the Asset.
Mode These icons indicate the current mode of the Agent on the Asset:

* Asset is in Prevention mode.

* n Asset is in Detection mode.

* Asset is currently Disarmed. When it is taken out of Disarmed mode, it will return

to Prevention mode.



Number Description

* E Asset is currently Disarmed. When it is taken out of Disarmed mode, it will return
to Detection mode.

Deployment Indicates whether Deployment Mode (a temporary stage relevant to newly deployed

Mode Assets) is still in progress or has been completed.

Time Timestamp of the most recent security incident.

Malicious The figures and colored bars show how many malicious processes affected the Asset,

Processes broken down according to severity level of the processes (Critical, High, Medium and
Low).

Risk These color-coded icons indicate the risk level of the Group that the Asset belongs to

(High, Medium or Low). If an Asset belongs to multiple Groups, the Group of the highest
risk level takes priority.

The Search and Configure Columns features appear when you hover over the Attacked Assets
summary. In addition, when you hover over the Mode column, a Filter icon appears. To filter the
summary for specific modes, click the icon and then select the mode(s) to be displayed.

&7 ATTACKED ASSETS =

NAME MODE T [TIME MALICIOUS PROCESSES

W12 7-23-40 PM

SEARCH

'20/21 12 PM

M11/21 11:04:24 AM

PREVENTION

DETECTED

DISARMED

Note
Selecting a malicious process or an attacked Asset (by clicking the relevant row) opens a drill down
view for the process or the Asset. For details, refer to Security Center: Initial Drilldown.




Detection and Response Management Console Security
Center: Initial Drilldown

Selecting either a malicious process or an attacked Asset from the lists on the Home screen opens
the initial drilldown view. In this view, all Security Center components display data related to the
selected process or Asset only.

In any drilldown view (initial or full), the breadcrumbs path at the upper left corner of the Security
Center reflects the selected process and Asset name, in the order that they were selected. For

example:

/ o POWERSHELL.EXE E DESKTOP-UK1PN43

To return to a previous level of drilldown, hover over the element that you want to close and click

the Close icon. To return directly to the Home screen, cIick.

The sections below summarize the main aspects of an initial drilldown view:

+ Malicious Process Drilldown
* Attacked Asset Drilldown

Malicious Process Drilldown

When you select a malicious process, the process name appears in the breadcrumbs path at the
upper left corner of the Security Center. Lists of attacked Assets are filtered for only those affected
by the selected process, so you can quickly assess the impact of the process on your organization.

Note
For detailed information about general components of the Security Center, refer to The Home

Screen.
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Selecting a row in the Attacked Assets list opens a full drilldown view, where you can view details
about each activity generated on the Asset by the process. For more information, refer to Viewing
Incident Forensics.

Attacked Asset Drilldown

When you select an attacked Asset, the name of the Asset appears in the breadcrumbs path at the
upper left corner of the Security Center. Lists of malicious processes are filtered for only those
impacting the selected Asset, so you can quickly assess the severity of the processes.

U SECURITY CENTER
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Selecting a row in the Malicious Processes list opens a full drilldown view, where you can view
details about each activity generated by that process on the Asset. For more information, refer to
Viewing Incident Forensics.

Security Center Full Drilldown: Analyzing Incident
Forensics

The full drilldown view is displayed when you select a process from the Malicious Processes list
and an Asset from the Attacked Assets list. This view features the following elements:

* The breadcrumbs path at the upper left corner of the Security Center includes the names of the
selected process and Asset.

 All lists and charts are filtered for the selected process and Asset. For detailed information about
these components, refer to Security Center Home Screen.

« Event Forensic data is displayed below the Asset vulnerability summaries. The Event Forensic
view lists all activities generated by the process and provides detailed information to help you



understand and evaluate the security incident.
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The list of activities generated by the malicious process are categorized according to Protection
Modules. Selecting an activity displays full details about that activity, including a Storyline graph that
lets you easily visualize the flow of events involved.

The main components of the Event Forensic view are described in the table below the diagram.
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Number Component Description

1 Protection The Protection Modules associated with the generated activities are listed at
Modules list the top of the Incident Forensics view. The currently selected Protection
Module is indicated by a blue bar.

2 Activity list A list of all activities generated during the selected timeframe. The currently
selected activity is indicated by a blue bar.

3 Activity Provides a brief summary of the activity.
description
4 Display Click the icon to open a list of options. For details, refer to Incident

options icon Forensics: Display Options (below).



Number Component Description

5 Storyline Depicts the flow of events involved in the activity. For more information,
refer to The Event Forensic Storyline.

Incident Forensics: Display Options
The following options are available for viewing Event Forensics:

» Time zone of timestamps
» Level of detail displayed

Selecting Displayed Time Zone
Event Forensics can be viewed in the time zone of either the Detection and Response server or the

affected Asset. To check which time zone is currently being displayed, hover over the ! iconinthe

upper right corner of the Event Forensic view. The currently selected time zone is shown in a tooltip.

To change the time zone display, clickn and select the relevant option (Server Time Zone or

Asset Time Zone).

DETAILS LEVEL: FULL INFO

(g A ISAG N SERVER TIME ZONE

.
a7.170.  SERVER TIME ZONE

mrdhasrelees

ASSET TIME ZONE

For convenience, hovering over any timestamp in the Incident Forensics Storyline opens a tooltip
showing the timestamp in the time zone that is not currently selected. For example:

PARENT

Timestamp displayed in Asset fime zone.
Timestamp in Server time: 9720 5:18:12 PM

LT B aTMDO
\TED: 9/7/20 6-:18:12 PM
FIED- 9/7/20 6:18-12 PM
[ 920 3-59:46 PM

Selecting Level of Detail
By default, the Event Forensic view displays basic details (as described below in The Event Forensic

Storyline). To view additional details in the Storyline, clickn and select Full Info.



AV EFEISYSE BASIC INFO w

DISPLAY TIMESTAMPS IN:  BASIC INFO

FULL INFO

The Full Info display features a header bar that shows relevant context information (such as Group
name, OS, Agent / BPM version, Activity ID, etc.), and many more details are provided about the
process and the parent process.
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Clicking the Copy icon copies the Storyline details to your clipboard. The icon is available in both
Basic and Full display.

DETAILS LEVEL: BASIC INFO

DISPLAY TIMESTAMPS IN:  SERVER TIME ZONE w

The Event Forensic Storyline

The Storyline shows a linear graphic display of the sequence of events involved in the activity,
including an indication of the point at which the activity was prevented or detected. In addition,
detailed information is provided about the process, its origin and its target.

The different components of the Storyline are described in the table below the example.
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Number Component Description

1 Parent Details about the Parent process of the initiator process, including signature
information, MD5 and data about online reputation.

2 Process Details about the process that performed or attempted the malicious
operation. The summary includes signature information, current event
handling status, data gathered from cloud intelligence and more.

3 Target Details about the intended target (e.g., file, registry key, IP address, etc.) of

the malicious process. If the target is an IP address (as in the example
above), the flag icon indicates the location of the IP.



Handling Endpoints in the Detection and
Response Monitoring Environment

Endpoint Management Overview

The following Detection and Response Monitoring Environment components let you manage the
endpoints connected to the Detection and Response server:

* Endpoints tab: Displays information about the endpoints and enables you to perform actions
such as adding them to Groups. For more information, refer to Viewing the Endpoints List.

* Modify Endpoint Settings button: Allows you to select the default baseline settings for all
endpoints. For details, refer to Defining Default Endpoint Settings.

» Groups tab: Allows you to manage Groups of endpoints. Endpoints in a Group can have settings
that override the default endpoint settings. For more information, refer to Endpoint Groups
Overview.

Viewing the Endpoints List

When you select the Endpoints tab, a list of the endpoints currently consuming a Detection and
Response Server license is displayed. The main features of the tab are described in the table below

the diagram.
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Number Feature Description
1 Limit Controls the length of the Endpoints list. To limit the number of endpoints
records included in the list, enter the desired maximum number in the field, and then

click the arrow (or press <Enter>). When the Limit Records feature is in use,
the word limited appears at the top of the list.

DASHEOARD EMDPOINTS USERS LOGS »

1-7 of 80 endpoints [limited] Limit records: | 30 Pl

Note: Filters selected while the Limit Records feature is in use are applied to
the entire Endpoints list (not only to the limited list).



Number

2

Feature

Search bar

Refresh
button

Endpoints
grid

Clear
Selection
button and
Actions
menu

Navigation
bar

Description

Provides a variety of filtering options to help you find specific endpoints.

For more information, refer to Filtering the Endpoints List.

Click to update the Endpoints list with the latest information from the server.

Lists basic information about each endpoint. Clicking any row in the grid
opens a popup listing more detailed information about that endpoint.

These features appear only when the checkbox (at the left side of the grid) of
at least one endpoint is selected.

 Clicking Clear Selection clears all selected checkboxes.

» Clicking Actions opens a list of operations that you can perform on the
selected endpoint(s). For more information, refer to Performing Actions on
Endpoints.

Allows you to quickly navigate to the first, previous, next or last page of a
multi-page Endpoints list.

Understanding the Endpoints Grid

The Endpoints grid provides the following basic information about each endpoint listed:

Column

Status icon

IP
Type
Hostname

(ON)

Description/Notes

Indicates the connection state of the endpoint:

The endpoint is online and the Detection and Response Agent is reporting to the

server.

The endpoint is disconnected from the server, or the Agent is disabled.

This can occur when the machine is offline, or when the Detection and Response Agent is

down.

A unique identifier associated with an approved endpoint (an endpoint that has a license to

run and complies with Detection and Response Server policies).

Note: If an endpoint is not yet approved, the endpoint will have a Pending status instead of
an ID number.

IP address of the endpoint.

Category of the endpoint (workstation or server).

Hostname of the endpoint.

Operating system of the endpoint.



Column Description/Notes

Domain Details of the user logged into the domain user account.
Username

Mode

Prevention Mode: The Agent detects malicious activities, blocks them, and reports
them to the Detection and Response Server.
(]
. |
Detection Mode: The Agent detects malicious activities and reports them to the
Detection and Response Server, but does not stop the activities from occurring.

Agent The version of the Detection and Response Agent currently installed on the endpoint.
BPM The version of the Behavioral Pattern Map package currently installed on the endpoint.
Pending Number of management actions to be carried out on the endpoint. There are four types of

pending actions:

¢ Update Adv. Settings: Updates to settings that define how the Agent behaves on the
endpoint. (For details, refer to Selecting Endpoint Global Settings.)

¢ Update BPM: Updates to BPM version for the endpoint.
« Update Agent: Updates to Agent version for the endpoint.
¢ Update Policy: Updates to Exceptions that affect the endpoint.

Hovering over the number in the Pending column displays a tooltip listing the relevant
pending action types.

PENDING

3 Pending Actions:

- Update Agent

- Update Policy

- Update Adv. Settings

By default, the grid is sorted according to endpoint ID, in ascending order. However, you may sort
the list according to any column (in ascending or descending order) by clicking the relevant column
header.

Viewing Detailed Endpoint Information

Clicking a row in the Endpoints grid opens the Endpoint Details popup, which displays additional
(read-only) data about the selected endpoint, such as:

» Latest update times

» Groups to which the endpoint belongs



» Target Agent/Target BPM: Indicates an updated version that is different from the currently
installed one
» Last Log: The most recent date and time when Agent log files were sent from the endpoint to the

server. Clicking the link will download the log file. If no log files have been uploaded to the server,
the value will be N/A.

Note
You can upload files to the server from the Detection and Response Monitoring Environment
using the Update Log function. For details, refer to Performing Actions on Endpoints.
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Filtering the Endpoints List

The filtering options above the Endpoints list enable you to search for an endpoint, or a set of
endpoints, according to a variety of criteria. The filtering options can be combined to define very
specific search criteria, as required.

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

STATUS D& P TYPE HOSTNAME 0s DOMAIN USERNAME MODE AGENT BPM PENDING




The filtering options are:

Load List: Filters according to a set of Assets that was previously selected and saved in the
Detection and Response Management Console. (For more information, refer to Viewing and
Handling Assets.) In addition, the Ready_To_Prevention option enables you to view a predefined
list of Assets that are ready to be switched to Prevention mode. (This list is generated daily.)

AAOLIST ¥

_Prevention_08/31/20

a
i
o
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Select Groups: Filters for endpoints that belong to selected endpoints Groups.

SELECT GROUPS ¥

W Salect All x

Other Group N
OFFENSIVET
Test -

Select Status: Filters for endpoints that correspond to selected server connection statuses.

Tonline =
Offline
Offline - Ping successful
Offline - License expiring soon
Online - License acguisition issue
Online - Driver offline v
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Select Records: Filters for endpoints whose Agents have sent specific messages to the Detection

and Response Server.

SELECT RECORDS ¥

|

| Loaded Successfully
_| Update Successfully Applied
_ Failed Ta Receve Update
_ Failed Ta Deploy Update
_I| Failed To Load Update
_| License Warned
_| Requested Agent To Stop
_| Agent Stopped

| Agent Restart

| Agent Uninstalled

| Machine Reboot

| Critical Error

| End Session

| Driver Mot Loaded

» Search Options: Supports a free text keyword search according to endpoint name, IP or other

61

identifiers.
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Note
To filter according to blocked endpoints, enter -1 in the Search field. For more information about
advanced settings, refer to Configuring Advanced Agent Settings.

EEARCH jo) CLEAR REFRES

Search Options

Enter full or part of-

- Endpoint |

- Computer name

- Operating system

- Architecture

- Agent version

- BPM verzion

- Domain Username

- IP range [e.g., 172.1., 172.1.5.1-172.1.5.200)
* For blocked endpoints enter: -1

For Endpoints with the following advanced
cettings, enter:

- “Trust™ for Trust all applications

- "Disarmed” for Disarmed agent’

- “Unmenitored” for both of the above

To filter the Endpoints list:

1. To filter according to Selected Assets List, Groups, Status and/or Records, select the relevant
filters from each list.

The Endpoints list is automatically filtered according to the selected options.

2. To perform a keyword search, enter the relevant term in the Search field, and then press

<Enter> or cIickﬂ.

The Endpoints list is filtered according to the search term entered.
3. To clear all filtering, click CLEAR.

Performing Actions on Endpoints

The Actions button at the bottom of the Endpoints tab opens an options list that allows you to
perform operations on a selected endpoint.
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Block

Delete

Restart

Reinstall

Stop

Uninstall

Update Log

Update And Delete Log

Delete Log

Reset Pending Action

Export Endpoint Info

Manage Group
Assignments

The options are:

« Block: Stops communication between the endpoint and the Detection and Response Server.

» Delete: Removes the endpoint from the list of endpoints on the Endpoints page. The Delete
action does NOT stop communication between the endpoint and the server.

» Restart: Stops the Agent and immediately starts it again.

» Reinstall: Reinstalled Agents maintain their previous settings. You will not need to reconfigure
Groups, Exceptions, etc.

e Stop: Deactivates the Detection and Response Agent. A stopped Agent does not monitor events
on the endpoint. Stopped Agents cannot be reactivated from the Detection and Response
Monitoring Environment.

» Uninstall: Removes the Agent from the endpoint. Endpoints uninstalled using the Detection and
Response Monitoring Environment are removed from the list of endpoints on the Endpoints tab.

« Update Log: Uploads the latest log files from the endpoint to the Detection and Response
Server. If an endpoint is offline when the action is selected, the log files will be uploaded when the
Agent reconnects with the Server.

« Update and Delete Log: Retrieves the latest log files from the endpoint to the Detection and
Response Server, and then deletes those files from the endpoint.

Note

After performing an Update Log action (either Update log or Update and delete log), a link for
downloading the log file is displayed in the Endpoint Details popup of the relevant endpoint. For
more details, refer to Viewing the Endpoints List.

» Delete Log: Removes the latest log files from the endpoint (without uploading them to the
Detection and Response Server).



» Reset Pending Action: Resets the value in the Pending column of the Endpoints grid to zero (in
the rows of the selected endpoint(s). The Reset action does NOT cancel the pending actions.

» Export Endpoint Info: Exports the information displayed in the Endpoint Details poup to CSV
format.

« Manage Group Assignments: Enables you to control assignments of endpoints to Static Groups.
For more information, refer to Managing Static Group Assignments.

Managing Static Group Assignments

In order to assign Exceptions to or configure settings for an endpoint, the endpoint needs to be part
of a defined endpoints Group. A single endpoint can be assigned to one or more Groups.

Note
The sections below explain how to manually assign Assets to Static Groups. For information about
Dynamic Group assignments, refer to Assigning Endpoints to Groups.

Before beginning to handle Group assignments, open the Groups tab and verify that at least one
Group has been defined. For details about how to add new Groups, refer to Creating an Endpoints
Group.

Working with the Manage Group Assignments Dialog

This dialog, which is accessed from the Endpoints tab of the Detection and Response Monitoring
Environment, allows you to perform Group assignment actions on multiple endpoints
simultaneously. For example, you can remove a set of endpoints from one Group and assign them
to another Group in a single operation.

Important
The dialog is relevant for Static Groups only. Dynamic Groups are NOT listed in this dialog.

To open the Manage Group Assignments dialog, open the Endpoints tab and select the endpoints
that you want to work with. Then, at the bottom of the page, click Actions and select Manage
Group Assignments.
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The Manage Group Assignments dialog has the following main portions:

Total selected endpoints: The number at the upper left corner of the dialog reflects the number
of endpoints you selected on the Endpoints tab. Any actions that you perform in the dialog will
affect ALL of these endpoints, regardless of their original Groups assignments.

Remove From table: This column lists the Groups to which selected endpoints are currently
assigned. Keep in mind that since some selected endpoints may be assigned to more than one
Group, and others may be assigned to no Groups, the total number of Affected Endpoints may be
more or less than the number of selected endpoints.

To unassign the selected endpoints, select the checkboxe(es) of the Group(s) from which you
want to remove them. Then, click Save.

Add To table: This column lists all defined Groups. To assign the selected endpoints, select the
checkboxe(es) of the Group(s) to which you want to add them. Then, click Save.

Note that you can move the selected endpoints from one Group to another by making selections in

both tables. For details, refer to the use case example below.



Manage group Assignments

Total selected endpoints: &

Remove From:

B Group Mame Affected Endpont(s) Group Mame

B Management_G._. 1 General_Group_Medium_HRisk
B Mo_Confidential... Management_Group_High_Risk
Mo_Confidential_Data_Group_Low_Risk

Close

Managing Group Assignments: Use Case Example

The procedure below provides an example of how to reassign endpoints from one Static Group to
another, using the Manage Group Assignments dialog. In our example, we will remove the four
endpoints shown in the figure above from the Groups they are currently assigned to, and move
them to the Group named General_Group_Medium_Risk.

To reassign endpoints to a different Group:

1. On the left side of the Manage Group Assignments dialog, select the checkboxes of the Groups
from which you want to remove the endpoints. Since we want to remove the endpoints from all
the Groups listed, you can select the checkbox to the left of Group Name to automatically select
all the Groups.



On the right side of the dialog, select the General_Group_Medium_Risk checkbox. (If the list of
Groups is long, you can filter it by entering part or all of the Group name in the Search field.)

Manage group Assignments

Total selected endpoints: &

Remove From: Add To:

B Group Name Affected Endpont(s) Group Mame

Management_G... 1 General_Group_Medium_Risk
Mo Confidential... Management_Group_High_Risk
Mo_Confidential Data Group_Low_Risk

Click Save.

A confirmation popup opens.

3.
4. Click Yes.

The Manage Group Assignments dialog closes, and the changes are saved.



If we selected the same four endpoints on the Endpoints tab and reopened the Manage Group

Assignments dialog, the dialog would now look like this:

Manage group Assignments

Total selected endpoints: &

Remove From: D Add To-

B Group Hame Affected Endpont(s) Group Mame

B General_Group... A General_Group Medium_Risk
Management_Group_High_Risk
Mo_Confidential _Data Group Low Risk

Defining Default Endpoint Settings

The Modify Endpoint Settings button enables you to select the default baseline settings for all
endpoints connected to the Detection and Response Server. These settings include Agent / BPM
versions to be used, as well as various parameters related to Agent behavior.

Paranf®id MAIN CONSOLE Logged in as sandy

@ SERVER INFORMATION @ & ACTIVITY
jersion- 3.24.12930 2426
/19/2020, 7:58:10 AM £¢
ons: 2

Packages Endpoint Settings Default Policy Disable Auto Approval Server Mgmt. ¥ War Room @ Management Console

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES
——
O INFECTED ENDPOINTS SEARCH Ie] 0 MALICIOUS PROCESSES SEARCH o
TIME ¥ TYPE ENDPOINT NAME  INFECTIONS STATE TIME ¥ MALICIQUS PROCESE ENDPOINTS STATE STATUS

Activity Lookup
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Clicking Modify Endpoint Settings opens the Endpoint Settings dialog. The dialog allows you to:

» Set the default Agent and BPM versions that are deployed on workstations and servers. For
details, refer to Setting Version Defaults.

» Select global settings for all endpoints, including Agent operation mode, the extent to which
Agent activity is shared with end users, and more. For more information, refer to Selecting
Endpoint Global Settings.

Specify advanced settings for Agent behavior

Endpoint Settings

Defaults for a Specific 0S

Windows Workstations

Windows Servers

» Global Defaulis

» Advanced Settings

Setting Agent and BPM Default Versions

The Detection and Response Monitoring Environment allows you to set the default Agent and BPM
versions for endpoints reporting to the Detection and Response Server. You can specify different
default versions for workstations and servers. In runtime, each type of machine will receive the
default Agent/BPM version that was selected for that type (e.g., a Windows 7 machine will get the
Workstation configured version, and a Windows Server 2016 machine will get the Servers configured
version). Keep in mind that Agent and BPM versions specified in Group settings take precedence
over the settings selected here.

To set the default Agent and/or BPM version:

1. Atthe top of the Detection and Response Monitoring Environment, click Endpoint Settings.

The Endpoint Settings dialog opens.



At the top of the dialog, select Windows Workstations or Windows Servers.

Endpoint Settings

| Defaults for a Specific 05

Windows Workststions
Windows Seners

¢ Global Defaults

» Advanced Settings

From the dropdown lists, select the relevant Agent and/or BPM version.

Window=s Workstations

Agent
Version:

BPM Version:

2.18.702.0
2,12,2000.736

3.
4. Click Submit.

The dialog closes, and your changes are saved in the system.

Selecting Endpoint Global Settings

The Global Defaults settings affect and determine certain Agent behaviors on all endpoints. You
can view and update these settings by clicking Modify Endpoint Settings (at the top of the
Detection and Response Monitoring Environment) and then opening the Global Defaults frame of
the Endpoint Settings dialog.

The settings (with their default values) are described in the table below the figure. To update the
settings, select the required value(s), and then click Submit.



Endpoint Settings
+ Defaults for a Specific 05

Global Defaults

040346 932218

& Popup & Silent Deployment [l] Prevention [§f Paranoid lcon 8 Error Messages

[l Detection [ Disarm [} Original Configuration [Revert]

» Advanced Settings

Setting Description

Customer ID An identifier used to provide an extra layer of security for Agent-Server communication.
The value is unique for each customer and is not editable.

Default Settings + Popup (default = selected): When selected, a popup is presented to the end user
(showing alert details) when a malicious event is prevented on endpoints.

» Silent Deployment (default = selected): When selected, the installation wizard and
messages are hidden during Agent installation.

* Prevention (default = cleared): Determines whether the Agent works in Prevention
mode. In this mode, the Agent detects malicious activities and blocks them (i.e.,
prevents them from occurring). In Detection mode (checkbox cleared), the Agent
detects malicious activities and reports them to the Detection and Response Server,
but does not stop the activities from occurring.

» Detection and Response Icon (default = cleared): Determines whether or not the
Detection and Response icon is visible in the system trays of the workstations.

» Error Messages (default = cleared): Determines whether or not Detection and
Response system error messages are displayed to end users. (Error messages may
be displayed even when event popups are hidden.)

Updates « Enable: All updates are sent to endpoints.

» Disable: New Policy and version configurations are not sent to endpoints. However,
new Agent behavior settings continue to be sent.

Tamper penalty When the checkbox is selected, Detection and Response initiates a lockout period upon
a brute-force attempt to stop the Agent. For more information, refer to Agent
Tampering Protection (below).

Windows When the checkbox is selected, real time scanning by Windows Defender is inactivated
Defender when Detection and Response is running.

Security Center

Integration

Uninstall/Stop The secret required to locally stop or uninstall the Detection and Response Agent.
Secret



Setting Description

Remote Mode Contains the password and other settings for the Remote Mode Switch (RMS) tool,

Switch Secret which allows the Admin to switch Agents to Disarmed or Detection mode without
logging into the Detection and Response Monitoring Environment. For details, refer to
Using the RMS Tool.

Agent Tampering Protection

The Detection and Response solution includes protection against AgentStop brute-force attempts.
A brute-force attempt is defined as ten unsuccessful attempts to stop the Agent within ten minutes.

When the Tamper penalty checkbox is selected, a timeout period of ten minutes begins following
a brute-force attempt. During this period, Detection and Response does not accept any password
inputs (even if the password is the correct one).

Regardless of whether or not the checkbox is selected, a brute-force attempt generates alerts in the
Agent logs, in the Detection and Response Monitoring Environment, and in the SIEM (if relevant).

® C:\Program Files\Myotron' Paranoid' StopAgent.exe

Configuring Advanced Agent Settings

Administrative users with advanced permissions (e.g., Root users) can select settings that determine
the extent of Agent endpoint monitoring, the amounts of endpoint resource consumption (e.g.,
memory) that trigger a warning, and more. These advanced settings are generally used in debugging
and troubleshooting situations.

The following sections present:

¢ Accessing Advanced Agent Settings
e Selecting Settings for the Armed Agent

Accessing Advanced Agent Settings

Advanced Agent settings can be specified for all Agents of the Server (global endpoint settings), or
for one or more endpoint Groups. Settings defined for a Group take precedence over the global
default settings.

To access advanced Agent settings for all endpoints, click Endpoint Settings (at the top of the
Detection and Response Monitoring Environment console). Then, from the Endpoint Settings
dialog, expand the Advanced Settings frame.



Endpoint Settings
+ Defaults for a Specific 05
+ Global Defaults

Advanced Settings

Advanced Agent Settings:
Agent Operation Mode:
© Disarmed
@ Armed
Trusted Applications
@ Trust All Applications
@ Trust Specific Applications

M PROCESS PATH PROCESS NAME DESCRIFTION ACTIONS

Note that by default, Agents are in Disarmed mode, to support a gradual Agent deployment
process. Disarmed Agents maintain communication with the Detection and Response Server, but do
not monitor operations on the endpoint. Disarmed Agents can be controlled remotely from the
Detection and Response Monitoring Environment console.

To access advanced Agent settings for endpoints in a Group, open the Groups tab and select the
relevant Group. Then, from the Endpoints Group dialog, expand the Advanced Settings frame.

Endpoints Group

Management_Group_High_Risk

Endpoints List and Auto-Assign Rules
Policies

Update Rules - Agents and BEPMs

Bandwidth Management

Advanced Settings

Advanced Agent Settings:
Mot Set

Trusted Applications
Mot Set

Close

By default, the Not Set checkbox is selected, indicating that no advanced Agent settings are defined
for this Group. In this case, the settings are obtained from other Groups to which the endpoints are



assigned (according to Group hierarchy), or from the endpoint global settings. To view and configure
advanced Agent settings, clear the Not Set checkbox.

Selecting Settings for the Armed Agent

Advanced Agent settings allow you to fine-tune Agent monitoring and additional parameters (e.g.,
the frequency at which the Agent sends statistics to the Server). In addition, they enable you to
control the thresholds that trigger performance alarms.

To view the advanced Agent settings, select the Armed radio button. (When selecting settings for a
Group, first verify that the Not Set checkbox is cleared.) The settings are described in the table
below the figure.

Advanced Settings

Advanced Agent Settings:
B Mot Set
Agent Operation Mode-
@ Disarmed
© Armed

Performance Threshold Crossing Alarm:

Memory - Value Reached [9)-
Memory - Lasts for [Hours):

Kernel Memory - Value Reached [%)-
Kernel Memaory - Lasts for [Hours)-
CPU - Value Reached [%)-

CPU - Lascts for [Hours):

Other:
Real- Time Software Installation Syncing

Statistics Sending Interval [Hours)

Trusted Applications
Mot Set

Setting Description / Notes

Performance These settings let you specify amounts of endpoint resource consumption that trigger a
Threshold warning to the Server. You can change the default settings for memory, kernel memory
Crossing Alarm  and/or CPU.

To update a setting, enter the threshold value for triggering an alarm. Then, in the field
below, enter the number of hours for which this threshold must be consistently
maintained in order to trigger the alarm.



Setting Description / Notes

Real-Time By default, the Agent collects certain data, such as registry keys, during installation of

Software applications on the endpoint. To inactivate this behavior, clear the checkbox.

Installation

Syncing

Statistics This setting controls the frequency at which the Agent sends statistics reports (containing

Sending process information and other data) to the Server. To change the default frequency,

Interval enter the desired interval (in hours) in the field. To disable sending of statistics, enter 0 in
the field.

After updating advanced Agent settings, click Save.

Specifying Trusted Applications

During debugging and troubleshooting, administrative users with advanced permissions (e.g., Root
users) can create a list of applications defined according to file path and designate these as Trusted
Applications. The Detection and Response Agent will not monitor any path that appears on the
Trusted Applications List. The Trusted Applications list sent to Agents is a consolidated list of trusted
applications for all Groups to which endpoints are assigned, as well as the endpoint Global Settings.

As an alternative to a Trusted Applications List, the Agent can be set to suspend all application
monitoring (Trust All Applications setting).

The following sections present:

e Accessing Trusted Applications Settings
¢ Selecting the Trusted Applications Level
¢ Building and Maintaining the Trusted Applications List

Accessing Trusted Applications Settings

Trusted Application settings can be specified for all endpoints reporting to the Server (global
endpoint settings), or for one or more endpoint Groups. Settings defined for a Group take
precedence over the global default settings.

To access Trusted Applications settings for all endpoints, click Modify Endpoint Settings (at the top
of the Detection and Response Monitoring Environment console). Then, from the Endpoint
Settings dialog, expand the Advanced Settings frame.
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Advanced Settings

Advanced Agent Settings:
Agent Operation Mode:
© Disarmed
@ Armed
Trusted Applications
@ Trust All Applications
@ Trust Specific Applications

M PROCESS PATH PROCESS NAME DESCRIFTION ACTIONS

By default, the Trust Specific Applications radio button is selected. For more information, refer to
Building the Trusted Applications List.

To access Trusted Applications settings for endpoints in a Group, open the Groups tab and select
the relevant Group. Then, from the Endpoints Group dialog, expand the Advanced Settings frame.

Endpoints Group

Management_Group_High_Risk

Endpoints List and Auto-Assign Rules
Policies

Update Rules - Agents and BPMs
Update Rules - Settings

Bandwidth Management

Advanced Settings

Advanced Agent Settings:
Not Set

Trusted Applications
Mot Set

Close

By default, the Not Set checkbox is selected, indicating that no Trusted Application settings are
defined for this Group.



Selecting the Trusted Applications Level

When setting Trusted Applications, you can choose ONE of the following options:

Trust All Applications: The Agent does not monitor any applications. To activate this option,
select the Trust All Applications radio button, and then click Save. (When selecting this option

for a Group, first verify that the Not Set checkbox is cleared.)

Endpoint Settings

» Defaults for a Specific 05

» Global Defaults

. Advanced Settings

Advanced Agent Settings:
Agent Operation Mode-
i Disarmed
@ Armed
Trusted Applications
© Trust All Applications
@ Trust Specific Applications

Important
Select this option for debugging and troubleshooting only.

Trust Specific Applications: The Agent does not monitor applications that are specified
according to file path. This option is the default selection .

Trusted Applications
B Mot Set
® Trust All Applications

1O Trust Specific Applications

Trusted Applications List-

B PrOCESS PATH PROCESS MAME DESCRIPTION ACTIONS

Continue by building your Trusted Applications List, as described in the next section.



Building and Maintaining the Trusted Applications List

Since Trusted Applications are defined according to path, creating the Trusted Applications List
involves specifying the path of each relevant application. Once applications have been added, they
can be updated and removed as necessary.

To add an application to the Trusted Applications List:

At the lower right corner of the Trusted Applications List, click Add.
A blank row is added to the List.

Trusted Applications
W HotSet
@ Trust All Applications
© Trust Specific Applications

B PROCESS PATH PROCESS NAME DESCRIPTION ACTIONS

2. Inthe Path field, enter the path of the application. You may use regular expressions as
necessary.

3. Ifthereis a specific associated file that you want the Agent to avoid monitoring (e.g., an EXE file),
enter the file name in the Name field.

4. |If desired, enter a brief note in the Description field.
Click Done.
The application is added to the Trusted Applications list.

] PROCESS PATH PROCESS NAME DESCRIFTION ACTIONS

| | C\Program Files [x8&\vira\Antivirus awvgnt_exe Edit

5.
6. Atthe bottom of the list, click Save.

If there is a need to update the path, name or description of a Trusted Application, click the Edit
button in the relevant row to make the parameters editable. After modifying the path and/or name,
click Done, and then click Save.

To remove one or more applications from the Trusted Applications List, select the checkbox(es) of
the relevant application(s). (Selecting the checkbox at the top, next to PATH, automatically selects all
the applications.) After making your selection, click Delete and then click Save.



Using the Remote Mode-Switching (RMS) Tool

The Remote Mode-Switching (RMS) tool (ParanoidModeSwitchingTool.exe) allows an IT
administrator to easily switch one or more Agents to Disarm or Detection mode using the Windows
command line, without having to log into the Detection and Response Monitoring Environment. The
RMS tool can be run locally or in a script, remotely. This tool could be useful, for instance, when
there is a need to troubleshoot a potential business interruption on an Endpoint.

The RMS tool operates in both single-server and multi-server architectures. In multi-server
environments, requests are sent to multiple servers in parallel. (See the section below for details.)
After responses are received from the Server(s), a report is generated, summarizing the number of
endpoints found and the actions taken.

Setting Up the RMS Tool

Before using the tool, the following conditions need to be met:

* You have the latest version of the RMS Tool. (To obtain the tool, contact support@acronis.com)
You have created the following two Groups in the Detection and Response Monitoring
Environment:

o RMS_Disarm

°© RMS_Detection

These Groups must be Static (rather than Dynamic), and have the relevant configuration (RMS_
Disarm in Disarmed mode and RMS_Detection in Detection mode). The Groups are also

required to have top Group priority order (priority 2 for RMS_Disarm, priority 3 for RMS_
Detection).

W NAME ENDPOINTS PRIORITY

W Default_Group 38 1

ServerFarm

For more information about configuring Groups, refer to Managing Endpoint Groups.


mailto:support@acronis.com

» The relevant Agents are online in the Detection and Response Monitoring Environment. (If the
Agents are offline, they will not receive the updates.)

» The Detection and Response Server is reachable from the host on which the tool is run. In a
multi-server environment, the host must have HTTPS connectivity to all Detection and Response
Servers.

¢ In multi-server environments, DNS records need to be added by creating multiple "A" records
with the same name but different IP addresses, pointing to your Servers. Alternatively, you can
specify multiple FQDNs or IP addresses as the server address parameter, in a comma-separated
list.

o Records can be created in either a public or private DNS.

o If you wish, servers can be grouped into multiple records (e.g., you can create groups
containing multiple servers based on geographical area). All grouped servers must have the
same RMS Secret in the Detection and Response Monitoring Environment's Remote Mode
Switch settings (see below).

° The host from which the RMS tool is run must have DNS connectivity to the DNS Server where
the DNS records were created.

In addition to the conditions listed above, the Remote Mode Switch settings need to be configured
in the Detection and Response Monitoring Environment. These settings include password and
permissions to switch to Detection, Disarm or Revert (to the original endpoint configuration). To
access the settings from the Detection and Response Monitoring Environment console, select
Modify Endpoint Settings > Global Defaults.

Endpoint Settings

+ Defaults for a Specific 05

Global Default=

[ silent Deployment  [l]l Prevention [l Parancid icon [l Error Messages

u

| |

I -

_.ﬂ Detection Disarm Original Configuration [Revert)

» Advanced Settings

Close

Running the RMS Tool

To use the RMS tool, open the Windows command prompt (CMD.EXE) and run the tool according to
the following syntax:

ParanoidModeSwitchingTool /server [server(s)] /secret [secret | *] /mode [mode] /endpoints

[ep1[,ep2,...,epN]1] /wait [timeout]



Parameter Mandatory? Value / Notes
server Yes FQDN(s) or IP address(es) of the target Detection and Response Server(s).

secret Yes Secret phrase (password) configured on the Detection and Response
Server for this tool, or * to interactively prompt for a secret (not
displayed when you type it).

mode Yes One of: DETECTION, DISARM or REVERT. The REVERT command restores
endpoints to the state that they were in before being manipulated by the
RMS tool (i.e., it undoes previous DETECTION and DISARM commands).

endpoints Yes A comma-delimited list of endpoint names.

wait No Add this parameter if you would like the exit code to report the actual
status of the target endpoints (i.e., whether the RMS command was
successfully enforced on the target Agent side). The timeout value (in
minutes) is specified as part of the argument.

When you include the /wait argument in your command, the RMS tool
queries the server approximately every 10 seconds for endpoints that
successfully enforced the RMS action. The server continues to query the
endpoints until confirmation is received from all required endpoints OR
until the timeout is reached.

Note: The recommended timeout value is 10 minutes.

Note
To view syntax and options, type: ParanoidModeSwitchingTool /?

The examples below show various use case scenarios for the RMS tool:

Moving two endpoints to Detection mode, using the /wait argument with a timeout of 10 minutes:
ParanoidModeSwitchingTool /server acme-all /secret u87W24a /mode DETECTION /endpoints LAP-
CENTER1,LAP-CENTER2 /wait 10

Moving two endpoints to Detection mode querying a multi-IP DNS record:
ParanoidModeSwitchingTool /server acme-all /secret u87W24a /mode DETECTION /endpoints LAP-
CENTER1, LAP-CENTER2

* Moving the local endpoint to Disarm mode and prompting for secret querying two FQDNs:

ParanoidModeSwitchingTool /server acmel.nyotron.com,acme2.nyotron.com /secret * /mode
DISARM /endpoints %COMPUTERNAME%

» Reverting two endpoints to their original configuration (REVERT) from a single server:

ParanoidModeSwitchingTool /server acme.nyotron.com /secret u87W24a /mode REVERT /endpoints

LAP-CENTER1,LAP-CENTER2

Alternatives to Command-line Parameters

The following options can be used with the RMS tool instead of command-line parameters:



» Configuration file: The configuration file should be placed in the same folder as the tool, and
named ParanoidModeSwitchingTool.exe.config. The following is an example of configuration
file content:

<?xml version="1.0" encoding="utf-8"7?>
<configuration>
<appSettings>
<add key="server" value="acme.nyotroncloud.com" />
<add key="mode" value="detection" />
<add key="secret" value="u87W24a" />
<add key="endpoints" value="LAP-CENTER1,LAP-CENTER2" />
</appSettings>
</configuration>

« Environment variables: Variables are set with the RMS_ prefix (variable names are not case
sensitive). For example:

C:\RMS> set rms_server=acme.nyotron.com

C:\RMS> set rms_secret=u87W24a

C:\RMS> set rms_mode=disarm

C:\RMS> set rms_endpoints=LAP-CENTERT,LAP-CENTER2
C:\RMS> ParanoidModeSwitchingTool

RMS Tool Exit Codes

If you work with batch files / scripts, it is helpful to be familiar with the tool's exit codes:

e Exit code of 0: Success

e Exit code greater than 0: Failure

For example:

More About the RMS Tool

» The tool supports up to 1,000 endpoints in a single command-line.

» The tool reports whether actions were successful or not and displays errors when relevant (e.g., if
no endpoint names were listed as required).

« Actions performed with the tool appear in the Detection and Response Monitoring Environment
log (including the following information: Username, Hostname, Internal IP).



Handling Assets in the Detection and Response
Management Console

Viewing the Assets List

The Assets menu of the Detection and Response Management Console displays a list of the
workstations and servers currently consuming a Detection and Response license. The main features

of the Assets page are described in the table below the diagram.
i1 ASSETS

Number Feature

1 Filters

2 Search tool

3 Configure
Columns tool

4 Assets grid

5 Manage
Assets
actions

Description

Provide a variety of filtering options to help you find specific endpoints. For
more information, refer to Filtering the Assets List.

Enables you to filter the Assets list according to an entered keyword. The list

is filtered as you type.

Allows you to control which columns of the grid are displayed.

Lists general information about each Asset. For details, refer to
Understanding the Assets Grid (below).

Allows you to perform administrative actions. For more information, refer to
Performing Actions on Assets.

Understanding the Assets Grid

The information provided in the grid is described in the table below. You can control the column
display by clicking the Configure Columns icon and selecting the columns you want to see.



CONFIGURE COLUMNS

SEARCH Q

TYPE

HOSTNAME

] 0s

DOMAIN USER NAME

Column Description / Notes

Connectivity  The color of the icon indicates the connection state of the Asset:

: The Asset is online and the Agent is reporting to the Detection and Response

server.

. @

: The Asset is disconnected from the server, or the Agent is disabled. This can
occur when the machine is offline, or when the Agent is down.

ID A unique identifier associated with an approved endpoint (an endpoint that has a license
to run and complies with Detection and Response Server policies). Assets that are not yet
approved have a Pending status instead of an ID number.

IP IP address of the Asset.

Type Category of the Asset (workstation or server).
Hostname Hostname of the Asset.

0os Operating system of the Asset.

Domain User  Details of the user logged into the domain user account.
Name

Mode Agent operation mode:



Column Description / Notes

¢ u ( Prevention): The Agent detects malicious activities, blocks them, and reports

them to the Detection and Response Server.

- B (Detection): The Agent detects malicious activities and reports them to the
Detection and Response Server, but does not stop the activities from occurring.

. : The Agent is currently Disarmed. When it is taken out of Disarmed mode, it will

return to Prevention mode.

. : The Agent is currently Disarmed. When it is taken out of Disarmed mode, it will

return to Detection mode.

Deployment Indicates whether Deployment Mode (a temporary stage relevant to newly deployed
Mode Assets) is still in progress or has been completed.
Status Indicates Endpoint Protection and Response measures imposed on the Asset:

¢ Quarantined: All communications to and from the Asset (with the exception of
Detection and Response Server communications) are blocked.

¢ Unrestricted: The Asset is not Quarantined.

Agent Version of the Detection and Response Agent currently installed on the Asset.

BPM Version of the Behavioral Pattern Mapping package currently installed on the Asset.
Last Date and time of the most recent connection to the Detection and Response Server.
Connection

Pending Number of management updates to be carried out on the Asset. Hovering over the

number in the Pending column displays a tooltip listing the relevant pending action
types. For example:

PENDING

Configuration Update
BEFM Update
Agent Update

Policy Update (Hardening,
CGuarantine and Block)
Exception Update

Filtering the Assets List

The filtering options at the top of the Assets list enable you to quickly find Assets that might be more
likely to impact your organization's security status.



i3 ASSETS

s selected

FILTER BY: ALL STATUSES v  I0) MALICIOUS PROCESSES v 31 DEPLOYMENT MODE ¥ I3 ALLMODES ¥

You can filter the list according to any or all of the following categories:

« Asset status: Allows you to select one status by which to filter the list (Quarantined,
Unrestricted, etc.).

» Malicious processes: Allows you to filter Assets according to number and handling of malicious
processes that affected them. See the procedure below for more details.

« Deployment Mode: Allows you to filter for Assets in Deployment Mode, Assets no longer in
Deployment Mode, or both. Deployment Mode is a temporary stage following Agent installation
in which Acronis's MDS analysts monitor the environment and gradually prepare Assets to work
in Prevention mode. While Assets are in Deployment Mode, the Dashboard displays only security
events that were prevented on them.

Mode: Allows you to filter for Assets according to Agent operation mode (Prevention / Detection
/ Disarmed). You can select one or more modes to filter by.

PREVENTION

DETECTION

DISARMED

To use the Malicious Processes filter:

1. Click the filter to open it. Then, indicate the number of malicious process occurrences to include
in the filter, by selecting the appropriate checkboxes. (You can select more than one box.)



] I3 DEPLO

FILTER BY MALICIOUS PROCESS OCCURRENCES

After making your selection(s), the options below are enabled.
2. Open the Time Frame list and select one of the options (Last 7, 14 or 21 days).
3. Open the Type list and select one of the following handling options:
» Detected: Some potentially malicious activities generated by the process were detected.

+ Could Have Been Prevented: Some or all of the malicious activities would have been
prevented, had the Asset been in Prevention mode.

* Prevented: The malicious activities generated by the process were blocked.

4. To begin filtering, click anywhere outside the filter frame.

Performing Actions on Assets

When you select one or more Assets from the Detection and Response Management Console
Assets list (by checking their boxes), the Manage Assets action bar appears at the lower left corner
of the page, allowing you to perform various administrative operations on the selected Asset(s).

QUARANTINE ASSET SAVE SELECTED ASSET LIST

Quarantine Asset

Quarantining an Asset blocks all communication to and from the Asset, with the exception of
communications with the Detection and Response Server. Placing an infected Asset in Quarantine
will prevent spread of any actual or suspected malware to other Assets in your organization.

To Quarantine selected Assets, click Quarantine Asset. and click Yes in the confirmation popup.
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CONFIRM

2 assets will be quarantined.
Are you sure?

A message is displayed at the top of the page during the Quarantine process.

. 2 ASSETS ARE IN THE PROCESS OF BEING QUARANTINED ‘

To lift the quarantine, select the Assets and click Remove From Quarantine.

Save Selected Asset List

This action saves the Assets you select as a set of Assets that can be loaded into the Endpoints tab
of the Detection and Response Monitoring Environment console. Once the Assets are loaded in the
Detection and Response Monitoring Environment, you can assign them to Groups, retrieve their log
files, perform various actions on their Agents, and more. (These actions are currently unavailable
from the Detection and Response Management Console.)

To save and load a Selected Asset List:

Select the checkboxes of the Assets that you want to include in your list. Then, click Save
Selected Asset List.

The following popup opens:

1.
2. Enter a name for your list, and click Save.

3. From the Detection and Response Monitoring Environment, open the Endpoints tab. Click
Load List and then choose the radio button of the Selected Asset List that you want to load.



89

DASHBODARD ENDPOINTS

1-4 of 119 endpoints Unli

[ ISTATUS 1D 4 IP

Oe 1 192.168.247 3
W 2 192.168.247.3
e 3 192.168.247 3
e A 192.168.247.3

P

USERS LOGS »
LOAD LIST ¥
_ MyhAzzetlist -
O Test123 v
oEEE U001
SEE  U1002
&EE U1003
oEE U1004

The Endpoints list is filtered according to the Assets in the loaded list.

© Acronis International GmbH, 2003-2021



Managing Endpoint Groups

Endpoint Groups: Overview

In order to configure settings for an endpoint, the endpoint needs to belong to an endpoints Group.
Each Group has different settings related to policy definitions, handling of update packages, and so
on.

There are two different type of Groups:

» Static: Assets are assigned to the Group manually.
« Dynamic: Assets are added to and removed from the Group automatically in real time, according
to Auto Assign rules.

Every Group you add must contain at least one endpoint. A single endpoint may be assigned to
multiple Groups.

The following topics explain how to work with Groups:

¢ Understanding the Groups Tab
¢ Adding and Deleting Groups

e Configuring Settings for Groups
* Assigning Endpoints to Groups
¢ Applying Policies to Groups

Understanding the Groups Tab

The Groups tab displays a list of all existing endpoints Groups and provides options for managing
the Groups list. The list is sorted according to Group priority (highest to lowest). Main features of the
tab are described in the table below the diagram.

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES
1 o
NAME ENDPOINTS PRIORITY 3 TYPE 4 OPTIONS
2
v
Add Delete Clear 5 '
Number Feature Description
1 Search Allows you to filter the Groups list according to Group name or description.

tool



Number Feature Description

2 Groups Displays general information about each Group, such as name, number of
grid endpoints in the Group, and assigned priority.
3 Type Group type determines the method in which Assets are added to the Group:

¢ Static: Assets are added manually. For details, refer to Managing Endpoint
Group Assignments.

¢ Dynamic: Assets are added automatically according to the Auto Assign rules
assigned to that Group. For more information, refer to Auto Assigning
Endpoints to Dynamic Groups.

4 Options Clicking the Edit link opens the Endpoints Group dialog, which allows you to
create and modify settings for the Group.

5 Action The Add and Delete buttons let you create and remove Groups. For details,
buttons refer to Adding and Deleting Groups.

Clicking Clear unselects all Groups whose checkboxes are currently selected.

Assigning Group Priority

An endpoint can be a member of several Groups simultaneously. Each Group has different settings,
rules and policies. In the event that an endpoint belongs to Groups that have conflicting settings, the
endpoint behaves according to the settings of the Group with the highest priority.

By default, Group priority is assigned in the order in which you create your Groups (i.e., the Group
created most recently has lowest priority). However, you can rearrange the priority list as you wish
using either of the following methods:

e Dragging and dropping the Groups into the desired priority order
* Entering the desired priority level in the Group Priority dialog

To assign Group priority using drag-and-drop:
1. From the Groups grid, assign the desired priority to each Group by moving the Groups into the

required order using drag-and-drop.

As you drag and drop the Groups, the number in the Priority column of each row automatically
changes.

At the bottom of the tab, the Add button is replaced by two new buttons: Save and Revert.
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Save Revert

2. To apply your changes, click Save. Alternatively, to cancel your changes, click Revert .
The buttons are replaced by the Add button, and updates are saved in the system.

To assign Group priority using the Group Priority dialog:

From the Groups grid, in the row of the Group whose priority you want to change, click in the
Priority column.

The Group Priority dialog opens, displaying the current priority of the selected Group.

Group Priority

Change Priority:

2. Inthe Priority Level field, enter the relevant priority level, and then click Save.

The Group Priority dialog closes. At the bottom of the Groups tab, the Add button is replaced
by two new buttons: Save and Revert.

3. Repeat Steps 1-2 as necessary, until all Groups are arranged in the priority of your choice.

4. To apply your changes, at the bottom of the Groups tab, click Save. Alternatively, to cancel your
changes, click Revert.

The buttons are replaced by the Add button, and any updates are saved in the system.

Adding and Deleting Groups

From the Groups tab, you can easily create new Groups, and remove Groups that are no longer in
use.



Creating an Endpoints Group

Creating a new Group involves giving the Group a name and providing an optional description. In
addition, you need to specify the Group's type:

 Static: Assets need to be assigned to the Group manually.

« Dynamic: Assets are added and removed automatically in real time, according to the defined
Auto Assign rules for the Group.

To create an endpoints Group:

At the lower left corner of the Groups tab, click Add.
The Add Endpoints Group dialog opens.

2. Inthe Name field, enter a logical name for the new Group. The name must begin with a letter,
and it may contain alphanumeric characters and underscores only. Spaces and special
characters are not allowed.

3. If desired, in the Description field, enter a brief note about the Group.

From the Type list, select the Group type (Static or Dynamic).

Note
You will not be able to change the Group type after you create it.




Click Save.

A confirmation message is displayed, and the new Group is added to the end of the Groups list.

5.

6. Continue by assigning Assets to the new Group. For details, refer to Managing Static Group
Assignments or Auto Assigning Endpoints to Dynamic Groups.

Deleting Groups

The Delete option allows you to remove Groups that are no longer necessary. You can delete
several Groups simultaneously.

To delete endpoints Groups:

At the left side of the Groups list, select the checkbox(es) of the Group(s) that you want to delete.
The Delete and Clear buttons appear at the bottom of the Groups tab.

DASHEOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

SEARCH Q

NAME ENDPOINTS FPRIORITY TYPE OPTIONS

Add Delete Clear
1.



Click Delete.

A warning popup opens.

2.
3. Click Yes.

The selected Groups are removed from the Groups list.

Configuring Settings for Groups

Every endpoints Group is made up of different combinations of endpoints and controlled by
different settings. The Endpoints Group dialog enables you to view and update the settings for a
selected Group. For example, you may want to assign specific Exceptions to a Group, or set a
different update procedure for some Groups.

To open the Endpoints Group dialog for a Group, open the Groups tab and click in the row of the
relevant Group.

The frames and features of the Endpoints Group dialog are described in the table below the
diagram.

1 endpoints Group (Dynamic)

Workstations]

p.

3 Endpoints List and Auto-Assign Rules

Policies

Update Rules - Agents and BPMs
Update Rules - Settings
Bandwidth Management

Advanced Settings




Number Feature Description/Notes
1 Group type Static (Assets are assigned manually) or Dynamic (Assets are assigned
automatically).
2 Name and Displays the Group's name, description and risk level. For information
details about modifying these parameters, refer to Updating Group Name and
Details.
3 Endpoints List  Lists all endpoints belonging to the Group, and allows you to remove Assets
from Static Groups. For details, refer to Maintaining Group Endpoints.
The Auto Assign Rules (as shown in the example above) appear for
Dynamic Group types only. Users with advanced permissions (e.g., Root
users) are authorized to view and use the Auto Assign feature. For details,
refer to #UUID-98a5882b-120c-a489-19bb-ba9a5cf1decc.
4 Policies Enables you to assign Exceptions to the Group and manage their
enforcement settings. For more information, refer to Applying Policies to
Endpoint Groups.
5 Update Rules-  Enables you to select a specific Agent and/or BPM version to be installed
Agents and upon update of Group endpoints. For details, refer to Selecting Update
BPMs Versions.
6 Update Rules -  Enables you to manage settings for Agent behavior on the endpoints in the
Settings Group. For details, refer to Selecting Agent Behavior Settings and Update
Rules.
7 Bandwidth Allows advanced users (e.g., Root) to define maximum upstream and
Management downstream bandwidth rates allowed for the Group. For details, refer to
Controlling Network Usage.
8 Advanced Provides advanced users (e.g., Root) with various troubleshooting options.
Settings For more information, refer to Configuring Advanced Agent Settings and
Specifying Trusted Applications.
Note

All settings configured in the Endpoints Group dialog (except for Policies) override global default

endpoint settings. Endpoints in the Group are impacted by both policies in the Default Policy Set

and by specific policies assigned to the Group. Policies directly assigned to the Group take

precedence.

Updating Group Name and Details

The name, description and risk level of the Group can be updated as necessary. The risk level (High,
Medium or Low) assigned is based on the value of the Group's Assets.



Endpoints Group [Static]

High_Risk

Group of Host Machines with high risk profiles like Executive Leadership High

High
i f Medium
Endpoints List

To update Group name and/or details:

1. Atthe top of the Endpoints Group dialog, modify the name and/or description as required by
entering text in the appropriate field(s).

2. If necessary, change the risk level of the Group by selecting the relevant option from the Group
risk level list.

3. Atthe lower left corner of the dialog, click Save Name and Details.

Changes are saved in the system.

Maintaining Group Endpoints

The Endpoints List frame lists all endpoints that are assigned to the Group and displays the IP,
hostname, and status of each endpoint. Endpoint status can be:

» Approved: The endpoint has a license to run and complies with Detection and Response Server
policies.

* Pending: The endpoint is not yet approved.
The Search tool lets you filter the endpoints list according to a given keyword.
To filter the endpoints list:

In the Search field, enter part (or all) of the name or IP of the endpoint you are searching for.
Then, click Search.

The list is filtered according to the keyword entered. For example:

Endpoints List and Auto-Acsign Rules
P Addresses v Computer Distinguished Names

Status * Hostname

Search Clear Search

1.
2. To clear filtering, click Clear Search.
In Static Groups (except for the Default Group), each Asset listed is preceded by a checkbox. When

you select one or more checkboxes, the Remove Selected button appears, allowing you to
unassign those Assets from the Group. For details, refer to Assigning Endpoints to Groups.



Selecting Update Versions

The Agents and BPMs frame of the Endpoints Group dialog lets you specify a BPM and Agent
version with which endpoints in a specific Group should be updated. You may select different Agent
and BPM versions to be deployed to workstations and servers. In runtime, each type of machine will
receive the default Agent/BPM version that was selected for that type (e.g., a Windows 7 machine
will get the Workstation configured version, and a Windows Server 2016 machine will get the Servers
configured version).

The settings specified in the Endpoints Group dialog override global default endpoint settings.
To set the Agent and BPM version for an endpoint Group update:

At the top of the Agents and BPMs frame of the Endpoints Group dialog, specify the endpoint
type by selecting Windows Workstations or Windows Servers.

| Update Rules - Agents and BPMs

If the Not Set option is selected, the version will be determined according to the default
endpoint settings configured.

3. Click Save.

Settings are saved in the system.

Selecting Agent Behavior Settings and Update Rules

The Settings frame of the Endpoints Group dialog allows you to select settings that control Agent
behavior and implementation of updates on the endpoints assigned to the Group. By default, the
Not Set checkbox is selected, indicating that the settings are taken from a higher priority Group to
which the endpoints are assigned. If there is no such Group, or if Not Set is selected in all Groups to
which the endpoints, belong, the Global Default Settings are used.



Update Rules - Settings.

Horhinge: Mot Set

Updates: Mot Set Al [Enable)

When the Not Set checkbox is cleared, the settings are displayed. Agent behavior settings and their
default values are described in the table below the figure.

B ot sat

Settings:

. Popup

B sient Deployment
B Prevention

L Paranoid lcon

B Eror Messages

Updates: Mot Set A\l [Enablz]

Setting Description Original
Default

Value

Popup When selected, a popup is presented to the end user (showing alert details)  Cleared

when a malicious event is prevented on endpoints.

Silent When selected, the installation wizard and messages are hidden during Selected
Deployment  Agent installation.

Prevention Determines whether the Agent works in Prevention mode. In this mode, the  Cleared
Agent detects malicious activities and blocks them (i.e., prevents them from
occurring). In Detection mode (checkbox cleared), the Agent detects
malicious activities and reports them to the Detection and Response Server,
but does not stop the activities from occurring.

Detection and Determines whether or not the Detection and Response icon is visible in the  Cleared
Response Icon system trays of the workstations.

Error Determines whether or not Detection and Response system error messages Cleared
Messages are displayed to end users. (Error messages may be displayed even when
event popups are hidden.)

To override default settings and update rules for an endpoints Group:

1. Atthe top of the Settings frame of the Endpoints Group dialog, clear the Not Set checkbox to
display the settings.

2. Define the required settings for the Group by selecting or clearing the relevant checkboxes.



3. Specify update rules for the Group:
From the Updates dropdown list, select the relevant option:

* Not Set: Updates are sent according to the settings configured in a lower priority Group to
which the endpoint is assigned. If there is no such Group, or if Not Set is selected for all other
Groups to which the endpoint belongs, the default global setting configured for all endpoints
is used.

» Enabled: All updates are sent to the endpoints in the Group.

« Disabled: New policy and version configurations are not sent. New Agent behavior settings
continue to be sent to Group endpoints.

4. To save your changes, click Save.

Assigning Endpoints to Groups

The method of assigning endpoints to Groups varies, depending on the Group type. In Static
Groups, endpoints are added to and removed from the Group manually. In Dynamic Groups,
endpoints are added and removed automatically in real time, according to the Auto Assign rules
that are configured.

Managing Static Group Assignments

Assignments to Static Groups are controlled in the Manage Group Assignments dialog. This dialog
allows you to perform Group assignment actions (both adding and removing) on multiple endpoints
simultaneously. For more information, refer to Managing Static Group Assignments.

In addition, you can remove endpoints from a Static Group directly from the Endpoints Group
dialog.

To remove endpoints from a Static Group:

1. From the Groups tab, click the row of the relevant Group to open the Endpoints Group dialog.

In the Endpoints List, select the checkbox(es) of the endpoint(s) you want to remove from the
Group. Then, click Remove Selected.
Endpoints Group [Static)

High_Risk

Group of Host Machines with high risk profiles like Executive Leadership

Hostname

EREOEEN




3. Inthe confirmation popup that opens, click Yes.

The selected endpoints are removed from the list, and are no longer assigned to the Group.

Configuring Auto Assign Rules for Dynamic Groups

The Auto Assign feature (available to users with advanced permissions, e.g., Root) lets you set
conditions according to which Assets are automatically added to and removed from a Dynamic
Group.

The Detection and Response Server continuously checks matching between Auto Assign rules and
the Assets reporting to the Server, and adjusts Dynamic Group assignments accordingly. Endpoints
that no longer comply with the Auto Assign rules are automatically unassigned from the Group. For
example, you could create different Dynamic Groups for Assets in each regional office, with Auto
Assign rules based on IP range. Roaming Agents would then be automatically unassigned from the
old region's Group and added to the new region's Group, in real time.

Note

We recommend exercising caution when configuring settings for Dynamic Groups. For example, it
wouldn't be prudent to set an Agent version for a Dynamic Group with Auto Assign rules based on
IP address, as the Agent version would be updated with each change in the IP address.

You can Auto Assign endpoints according to any or all of the following categories:

» IP Address: You may specify exact IP addresses, regular expressions, and/or IP address ranges.

« Computer Name: You can enter exact names or use Starts with, Ends with, and Contains
expressions.

* Operating System: You can specify exact OS names or use Starts with, Ends with, and Contains
expressions.

« Computer Distinguished Name: You can enter exact names or use Starts with, Ends with and
Contains expressions.

The categories operate together according to AND logic. For example, if your conditions include
JOHN-PC and WIN10, if JOHN-PC operates with WIN7 the endpoint will not be automatically assigned
to the Group. However, the values within a single category (e.g., WIN7 and WIN10) operate together
according to OR logic.

To set Auto Assign rules for a Dynamic Group:

1. From the Groups tab, click the row of the relevant Dynamic Group to open the Endpoints Group
dialog.

2. Atthe top of the Endpoints List and Auto Assign Rules frame, click a category to open it. Then,
enter a value in the blank row and click = . Refer to the tooltips for each category for format



requirements and examples.

Endpoints Group [Dynamic)

Enter a Computer Distinguished Name

Workstations

Endpoints List and Auto-Ascign Rules

P Addresses Computer Names Computer Distinguished Names

3. Add values to each category as required. Remember that for Assets to be automatically added to
the Group, they must match one of the conditions set in each category.
To save your settings, at the lower right corner of the Endpoints List and Auto Assign Rules
frame, click Save.
The number of rules in each category appears next to the category name, and the defined rules
are displayed when you click the category.

Endpoints Group [Dynamic)

Workstations|

Endpoints List and Auto-Ascign Rules

P Addresszes A 205 Rules ¥ | Computer Distinguished Names

WINT -
WIN10 -

Controlling Network Usage

To control download rates and prevent network congestion, Detection and Response supports
throttled data transfer to and from the Server. Authorized administrators may specify an average
total downstream bandwidth rate for data transfer to all Endpoint Groups. Maximum average
bandwidth rates - for both downstream and upstream - for individual Groups can then be defined in
the Group settings (Group Bandwidth Management).

Total Downstream Bandwidth Management

The total downstream bandwidth value is configured in the Server Management settings. This value
determines the average bandwidth for downloads (updates, policies, etc.) to all Endpoints Groups.
The total downstream bandwidth can then be divided among your Groups (in the Group settings)
according to the requirements of each Group.

When setting the average total downstream rate, keep in mind that the value you set is the upper
limit of the combined downstream rates that are set for each Group. For example, four Groups have
a maximum downstream rate of 250 Mbps each (totaling 1,000 Mbps) and the total downstream
rate is set at 800 Mbps . If all four Groups are receiving data transfers simultaneously, the
bandwidth rate caps at 800 Mbps, and one or more of the Groups will therefore not be able to use
their total allocated bandwidth.

To set the average total downstream bandwidth rate:



From the Detection and Response Monitoring Environment console, click Server Management
and select Configure bandwidth.

The Configure Bandwidth dialog opens.

Configure bandwndth

B 2uowed average downstream rate:

1.
2. Select the checkbox. Then, define the allowed bandwidth rate by entering a value in the fields, or
by using the Up/Down arrows to specify a value.

3. To save your changes, click Apply.

Group Bandwidth Management

The Bandwidth Management feature helps to prevent network congestion by allowing authorized
administrators to define maximum upstream and downstream bandwidth rates that are allowed for
a group. The feature is particularly useful for managing large amounts of data transfer and for
supporting endpoints in areas with limited bandwidth.

Endpoints Group [Static)

Prevention

Endpoinis List
Policies
Update Rules - Agents and BPMs

Update Rules - Settings

Bandwidth Management

B aowed average endpoint bandwidth rate for this group

Advanced Settings

To implement bandwidth management for a Group:



At the bottom of the Endpoints Group dialog of the relevant Group, select the checkbox in the
Bandwidth Management frame.
Bandwidth management settings are displayed.

Bandwidth Management

Allowed average endpoint bandwidth rate for this group

Upstream [e.g event reporting)-

Downstream [e.g updates, policy changes]-

1.
2. Define the maximum average allowed upstream and downstream bandwidth rate by entering
values in the fields, or by using the Up/Down arrows to specify a value.
Keep in mind that the upstream value you set will be divided equally among all the endpoints in
the Group. For example, if you allows 100 Mbps for a Group of four endpoints, each endpoint
will have an upstream bandwidth rate of 25 Mbps.

3. To save your changes, click Save.



Analyzing Processes in the Detection and
Response Monitoring Environment

Viewing Processes in the Detection and Response
Monitoring Environment

The Processes tab lets you view and analyze processes that are running or have run on Assets
reporting to the Detection and Response Server. Any process that was monitored by the Detection
and Response driver can be displayed in this tab, regardless of whether or not the process involved
suspicious events that were detected/prevented by the Agent.

Using the Processes tab, you can:

* Quickly see the malware status of a process

» Search for processes according to extensive filtering criteria to easily obtain detailed information

» View lists of potential process interruptions (events that were automatically solved)

By default, the Processes tab is empty.

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

NAME # ENDPOINTS (YESTERDAY) FIRST APPEARANCE LAST APPEARANCE MALWARE STATUS

Potential Process Interruptions

To display processes, select the relevant filters. Alternatively, to populate the grid with all processes,
click the Search icon at the upper right corner of the tab.
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For more information about the grid columns, refer to Understanding the Processes Tab.




Viewing Process Details

Clicking the * icon to the left of a process name opens a frame displaying more information about
the process, such as MD5 identifier. Additional details are provided for processes that are
suspicious or classified as malware.

— C:\help.exe

PROCESS NAME: C-\help.exe

PARENT NAME: C:\Windows\Explorer EXE
ENDPOINTS (1): U1005 More Details

MD5: EAC685BB520AD035650370CE983BD0C0BA
FIRST TIME: 2013-01-24 08:13:44

LAST TIME: 2018-01-24 08:13:44

MAX IDLE TIME: 02:00:00

MALWARE STATUS: @ Status: Malware

Clicking the More Details link at the end of the Endpoints row opens an additional frame that
shows detailed information about the endpoints that ran the process (if relevant).

PROCESS MAME: C-\help.exe
PARENT NAME: C\Windows\Explorer EXE

ENDPOINTS (1): U1005 Less Details
Endpoint IP Version Arch

& L1005 192.168.247.3 WinSnv2012r2 amdés

MD5: E4C685BB520AD3660370CEY83EB0DC0E4A
FIRST TIME: 2013-01-24 03:13:44

Viewing Potential Process Interruptions

Occasionally, some detected False Positive events are automatically solved by the Server through
creation of an internal Exception. Since they have been solved, these processes do not appear in the
Dashboard, but they are recorded in Potential Interruptions logs. You can view or download any of
these log files.

To view or download Potential Interruptions logs:

1. Atthe lower left corner of the Processes tab, click Potential Process Interruptions.
The Potential Process Interruptions dialog opens.



Potential Process Interruptions
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2. Open the list and select the relevant log file. (The name of the file indicates its creation date.)
Then, choose one of the following options:
» To download the file, click Download.

To view the file in a popup, click View.
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Understanding the Detection and Response Monitoring
Environment Processes Tab

The grid in the Processes tab of the Detection and Response Monitoring Environment displays the
following information about each process listed:

* Name: Full path of the process.

» # Endpoints (Yesterday): Number of Assets on which the process was identified during the
most recent midnight to midnight 24-hour period. For example, if you are looking at the list on
Wednesday at 10:00 am, the value reflects the number of Assets affected between Tuesday at
00:00 and Wednesday at 00:00.

Note
Due to the method of calculation of # Endpoints, the value in this column might not be affected
by the filters applied to the Processes list.

» First Appearance: Date and time when the process was first identified.

» Last Appearance: Date and time when the process was identified most recently.



Malware Status: These icons indicate the potential security threat posed by the process,
according to malware information available online:

o @ Classified as malware by VirusTotal.

. o

@ . Not classified as malware by VirusTotal.

° a: No information about the process is available in VirusTotal.
Click the icon and then click Show Details to view current information in VirusTotal.
! ]

Status: Malware B

Fa

on

MDOS5 Hash: 1565C5YDCFS14ZAFEESPEEAEBDT19C04E

Z0ECs Was det

ected a5 malware in enline search emgine.

You can sort the grid according to any column. Additional features of the Processes tab are
described in the table below the diagram.
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Number Feature Description

1 Filtering Allow you to filter the Processes list according to various criteria. For
options details, refer to Filtering the Processes List.

2 Selection Allow you to select processes.
checkboxes

3 Expand icon Clicking * displays additional details about the process. For more

information, refer to Viewing Processes.

4 Potential Clicking this button enables you to view logs for False Positive events that
Process did not appear in the Dashboard because they were automatically solved
Interruptions by the Server. For details, refer to Viewing Processes.
button

5 Navigation bar  Enables you to quickly access other pages of the list.



Filtering the Detection and Response Monitoring
Environment Processes List

The filtering options above the Processes list enable you to search for processes according to a
variety of criteria. The filtering options can be combined to define very specific search criteria, as

required.
DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES
SEARCH NAME OR MD3 D
NAME # ENDPOINTS (YESTERDAY] FIRST APPEARANCE LAST APPEARANCE MALWARE STATUS

Potential Process Interruptions

The filtering options are:

Select Groups: Filters for processes that ran in a selected endpoints Group.

SELECT GROUPE
. B Select AL *

Other_Group

Remote_site

local_site

Select Malware Status: Filters for processes that correspond to a specific malware status.

SELECT MALWARE STATLUE

Mot Checked Yet
Mo Internet Connectivity

Mo Information

Mot a Malware

Malware
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Select Last Appearance: Filters for processes that were identified during a selected timeframe.

Last 3 hours
Last & hours

. Last 12 hours
Last da
Last 3 days
Last wee
Last m
Last 3 months
Last & months

« Search Name Or MD5: Supports a free text keyword search according to process name or MD5
identifier.

To filter the Processes list:

1. Atthe top of the Processes tab, select the relevant filters from each list, and/or enter the
required term in the Search Name Or MDS5 field.

2. Click ﬂ

The Processes list is filtered according to the selected criteria.
3. To clear filtering, click CLEAR.



Analyzing Processes in the Detection and
Response Management Console

Viewing Processes in the Detection and Response
Management Console

The Application Control menu of the Detection and Response Management Console lets you view
and analyze processes that are running or have run on endpoints reporting to the Detection and
Response Server. Any process that was monitored by the Detection and Response driver can be
viewed on this page, regardless of whether or not the process involved suspicious events that were
detected/prevented by the Agent.

The main features of the Application Control page are described in the table below the diagram.
" @ APPLICATION CONTROL §

Number Feature Description

1 Filtering tool Allow you to filter the Processes list according to Blocked / Unblocked
processes, process reputation and/or last appearance.

2 Search tool Allow you to filter processes according to keyword search. The
Processes list is filtered as you type.

3 Configure Allows you to control which columns of the grid are displayed.
Columns tool
4 Expand/Collapse Click to show/hide more details about the process and the endpoints

icons affected by them.



Number Feature Description

SFATL3EAEGETI086484CFLE3AZETLON

IP

C-\Windows\SoftwareDistribution\Download\Install\AM_Delta_Patch_1.309.1120.0 exe Endpoints
ACME-US 17211129

ACME-ADMIN 12122
ACME-SYSTEM 17221110

5 Processes grid Lists general information about each process. For details, refer to
Understanding the Detection and Response Management Console
Processes Grid (below).

6 Manage Process  Allows you to perform administrative operations on one or more
actions bar processes. For more information, refer to Managing Processes in the
Detection and Response Management Console.

Understanding the Detection and Response Management Console

Processes Grid

The information provided in the grid is described in the table below. You can control the column
display by clicking the Configure Columns icon and selecting the columns you want to see. You can
then sort the grid according to any column.

Q

CONFIGURE COLUMMNS

SEARCH

ol

[ #
|z| FIRST APPE

[#] LAST APPEARANCE

[v] REPUTATION
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Column Description / Notes

Name Full path of the process.

Status EPR status of the process (Blocked or Unblocked). For more information, refer to
Managing Processes in the Detection and Response Management Console.

# Assets Number of Assets on which the process was identified during the most recent midnight to

(Yesterday) midnight 24-hour period. For example, if you are looking at the list on Wednesday at 10
am, the value reflects the number of Assets affected between midnight Tuesday and
midnight Wednesday.

First Date when the process was first identified / Date when the process was most recently
Appearance/ seen.

Last

Appearance

Reputation Potential security threat posed by the process, according to malware information

available online:

) -: Classified as malware by VirusTotal.

* n: Not classified as malware by VirusTotal, but considered by Detection and
Response to be potentially malicious nonetheless.

. B ) ) . . S
.: No information about the process is available in VirusTotal.

Managing Processes in the Detection and Response
Management Console

When you select one or more processes in the Application Control menu of the Detection and
Response Management Console (by checking their boxes), the Manage Process actions bar appears

at the lower left corner of the page.

BLOCK PROCESS

Block Process

Blocking a process is an Endpoint Protection and Response (EPR) mechanism that has the following

effects:

« All currently running instances of the selected process (on any Asset) are killed.

« All future attempts to execute the selected process (on any Asset) are blocked.

To block selected processes, select Block Process and click Yes in the confirmation popup.



CONFIRM

zeus1.exe will be blocked. Blocking processes may
significantly affect normal system operation.
Are you sure?

A message is displayed at the top of the page while the process is being blocked.

v CAUSERS\PC\DOWNLOADS\ZEUS1 EXE IS IN THE PROCESS OF BEING BLOCKED.

To lift the block, select the process and click Unblock Process.

Export
This action enables you to export selected processes to an Excel worksheet.

To export the processes that you have selected, select Export and click Yes in the confirmation
popup.

CONFIRM

dstokenclean.exe will be exported.

Are you sure?




Viewing and Managing Exceptions in the
Detection and Response Monitoring
Environment

Policies Overview

A policy, also known as an Exception, is a rule created by Detection and Response Monitoring
Environment administrators that instructs Detection and Response to permit an action that would
normally be blocked by Detection and Response. Detection and Response allows you to create an
unlimited number of Exceptions.

As you add more policies, the policies can be prioritized in order of precedence. This gives you
control over which policies will be enforced in the event that different policies contradict one
another. (Once a match is found, the process stops.) In addition, you can temporarily disable any
policy, as required.

To help you manage your set of policies efficiently, the Policies list in the Detection and Response
Monitoring Environment includes information about which Groups (if any) a policy is assigned to,
and the frequency with which a policy had matches. Policies that are not in use can be disabled.

The following sections describe how to work with policies:

» Understanding the Policies Tab: Presents an overview of the Policies tab.

» Adding Policies: Describes how to create a new policy and details the main components of a
policy.

* Managing Policies: Explains administrative actions (e.g., updating, disabling, etc.) that may be
performed on policies.

» Creating and Maintaining the Default Policy Set: Explains how to build and manage a collection of
Exceptions that apply to all endpoints.

» Applying Policies to Endpoint Groups: Explains how to assign policies to different Groups.

Understanding the Policies Tab

The Policies tab allows you to view, add and manage policies. The Search tool at the upper right
corner lets you filter the Policies list according to a keyword (all or part of a policy's name, command
line or Protection Module). The buttons at the lower left corner enable you to perform various
administrative operations, such as adding, importing/exporting and disabling policies.



NAME

Impert Add palicy

PROTECTION MODULE

USERS oGS » P ES GROUPS REPORTS PROCESSES

I}

INITIATOR SIGNED BY TARGET LAST MODIFIED ¥ ASSIGNMENT MATCHES STATUS

The grid in the center of the page lists the following information about each policy:

Column
Name

Protection
Module

Initiator
Signed By

Target

Last Modified
Assignment

Matches

Description
A user-defined name that identifies the policy.

Type of defense provided.

The path / name of the process performing the event defined in the policy.
The organization / company that digitally signed the process.

The path/name of the entity impacted by the policy. A target can range from one specific
file to all entities on an endpoint (indicated by *).

Date and time of the most recent update to the policy.
Indicates whether the policy is currently assigned to any Groups.

A counter showing the number of endpoints on which the policy had matches. When
hovering over the counter, timestamps of first and last match dates, a list of affected
endpoints, and the Agent/BPM versions of the endpoints are displayed.



Column

Status

Adding a Policy from the Policies Tab

Other Agent & GPM Versions

Description
——rrreryrrer——
Policy Matches a I
MDS_VEB_151019_VpxClient_E
First Match: 2019-10-15 15:00:00
Last Match: 2019-11-18 11:00:00
Affected Endpoints: 24
1D Name Last Match D
183 NYO-ADMINTERM 2019-11-18 11:00-00
127 DESKTOP-DF&13D6  2019-11-18 11:00:00
81 OREN-PC 2019-11-17 19:00:00 MATCHES ¥ STATUS
225 aarazi-wks 2019-11-17 17-00-00
104 MICHAEL-PC 2019-11-17 17-00-00
30 IDAN-PC 2019-11-17 1£-00-00 26 Enzhled
235 egordon-ltop 2019-11-17 14-00-00
2L AMICHAI-PC 2019-11-17 13:00-00 18 Enahled
97 ELIOR-LT 2019-11-17 13:00-00
179 GEORGEP-PC 2019-11-17 12-:00:00 «
14 Enabled
Agent Yersion BPM Version Endpoints ] B
2.18.16909.0 2.13.1185.0 12 e Enabled
2.1817632.0 2.18.1215.0 10
2.18.17605.0 2.18.1198.0 g 13 Enabled
2.1817673.0 2.18.1218.0 7
218174150 2.18.1161.0 7 14 Enabled

For more information about matching, refer to Managing Policies.

Enabled or Disabled. Disabled policies are inactivated and not implemented.

Creating a new policy (Exception) consists of providing a name for the policy and specifying details
about the process involved. In addition, you may include the new policy in the Default Policy Set, or

assign it to one or more specific Groups.

Important

It is best practice to create policies from the Dashboard view, where you can start with a specific

event and view prepopulated parameters for the Exception. For details, refer to Adding an

Exception from the Detection and Response Monitoring Environment Dashboard.

To add a new policy:

1. Atthe lower left corner of the Policies tab, click Add policy.

The Add Policy dialog opens.
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vk W

Add Policy x

Paolicy Details

Mame:
Description:
Protection Module:
Initiator Path:
Initiator Name:
Initiator Publisher:
Initiator MD3:

Initiator Command
Line:

Parent Path:
Parent Name:
Parent Publisher:

Parent MD3:

Target Path:

Target Name:

+ Assign Policy

In the Name field, enter a logical name for the new policy.
If desired, in the Description field, enter notes or comments about the new policy.
From the Protection Module dropdown list, select the relevant Protection Module.

Specify initiator, parent and target parameters. For more information, refer to Understanding
the Policies Tab.

All parameters you define for the policy operate according to AND logic.
If you wish, define assignments for the policy by opening the Assign Policy frame. (If you don't
want to assign the policy at this time, skip to Step 9.)

Add Policy

» Policy Details
Assign Policy

@ Assign as a default policy

@ Assign to one or more groups

& Assign to

Clozs



7. Assign the policy in one of the following ways:

« Assign as a default policy: Select this radio button to add the new policy to the Default Policy
Set. Default policies are applied to all endpoints connected to the Detection and Response
Server. In multi-server setups where servers are connected to the Controller Server, these
policies are also automatically distributed to the other Detection and Response Servers in the
environment as default policies.

Assign to one or more groups: Select this radio button to apply the policy to specific Groups.
Build your Assigned to list by selecting Groups from the box on the left side of the frame, and
clicking Add to move them to the box on the right side of the frame.

| Assign Policy

@ Assign as a Predefined Exception

@ Assign as a default policy
O Assign to one or more groups

° B Not Ascigned to- Search B A=zsigned to-
[l Default_Group
o detection
W ouy_group_dont_delete
W HFL
B HF15
MR
B HF17
W HF18
W HF19
W HF20

@ Assign to none

8. Click Save.
The policy is saved, and a confirmation message is displayed at the top of the dialog.
9. To add another policy, repeat Steps 2-8.
10. When you are finished creating policies, exit the Add Policy dialog by clicking Close.

Managing Policies in the Detection and Response
Monitoring Environment

The following sections describe how to perform various administrative actions on one or more
policies. The available options are:

¢ Exporting and Importing Policies
» Disabling and Enabling Policies

» Updating Policies

« Managing Matching Activities

» Deleting Policies



Exporting and Importing Policies

Detection and Response supports the export and import of policies for backup purposes, or for
deployment of a defined group of policies on other Detection and Response servers. Policies are
exported as an XML file.

To export policies:

1. On the left side of the Policies grid, select the checkboxes of the policies that you want to export.
Selecting the checkbox in the Name column header selects all the checkboxes.

At the bottom of the Policies tab, click Actions and then select Export.

+ ATOM AMA Al Disable S\ ATOM.E
Export
¥ BENCHMARK_DC  All S BENCH
Cleanup matching activities
FUHLITPRAL Crne Al Resst matches counter #CHILIT?
Import Add policy Clear Selection

The selected policies are downloaded as an XML file.
To import policies:

At the lower left corner of the Policies tab, click Import.
The Import Policies popup opens.

import Policies

i BSTAS Tl Mo file chosen

Import

1.
2. Click Choose File.
The Open dialog appears.



Navigate to the required .xml file, and click Open.
The selected file name is displayed next to the Choose File button.

import Policies

(LSSl policies_150729015539.xmil

Import

3.
4. Click Import.

The policies are imported and listed in the Policies grid.

Disabling and Enabling Policies

The Disable feature inactivates a selected policy. Use this option when you need to suspend one or
more policies temporarily.

To disable and enable a policy:

1. On the left side of the Policies grid, select the checkbox of the policy that you want to disable.
At the bottom of the page, click Actions and then select Disable.

A confirmation popup opens.

Conifarm

2.
3. Click Yes.

The policy is inactivated.

To reactivate the policy, select the checkbox of the policy. Click Actions and then select Enable.

A confirmation popup opens.




5. Click Yes.

The policy is re-activated.

Updating Policies

The Edit Policy feature allows you to update any parameter of an existing policy, including adding or
changing assignments to Groups.

To update a policy:

From the Policies grid, select the row of the policy that you want to update.

The Edit Policy dialog opens, with read-only parameters.

Edit Policy

Pol

Mame: FPC_SG_301017_Explorer_DC

Description:
Protection Module-

Initiator Path- C:A\WINDOWSY,

Initiator Publisher-: Microsoft Windows
Initiator MD5: F2E16463663ABDFABG38A6C1B4125129

Parent Path: C:\WINDOWS\system32Y,

userinit.exe

Parent Name:

Parent Publicher: Microsoft Windows

Parent MD3: 517FES0B55CSD46844E4D93952DATCES

Target Path: \REGISTRY\USER\S-1-5-21-831613323-794070214-3480653525-100

Target Nome:

+ Assign Policy

Cloze

2. Atthe bottom of the dialog, click Edit.
The parameters become editable.

3. Update the parameters in the Policy Details and the Assign Policy frames, as required.
For more information about the parameters and options, refer to Adding Policies.

4. Click Save.

The dialog closes, and your changes are saved in the system.



Managing Matching Activities

The Matches column of the Policies grid is a counter showing the number of endpoints on which
the policy had matches. When hovering over the counter, timestamps of first and last match dates,
as well as Agent/BPM versions of the endpoints are displayed.

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS PROCESSES
SEARCH jo CLEAR
NAME TYPE PROTECTION MODULE  INITIATOR SIGNED BY MD5 TARGET ASS\GNMETATUS
AAAAa Allow . s . . . Unsssigned 0 Enabl,
ATOM_ANA Allow ABNORMAL_NETWORK_AC... *\ATOM.EXE GitHub, Inc - =443 Unassigned 0 Enabli
Iv BENCHMARK_DC  Allow DATA_CORRUPTION \BENCHMARK3 EXE * JFS0DAF2EBCCEBESS | D30E0LERT . *\o txt Unassigned 0 Enabli
Import Add policy Actions ¥ Clear Selection
— T
Policy Matches B [
MDS_VE_151017_VpxClient_E
First Match: 2019-10-15 15:00:00
Last Match:- 2019-11-18 11:00:00
Affected Endpoints: 25
jo) CLEAR
1D Mame Last Match
185 MNYO-ADMINTERM 2019-11-18 110000
127 DESKTOP-DFL13D6  2019-11-18 11:00-00
81 OREM-PC 2019-11-17 19-00-00 MATCHES ¥ STATUS
225 aarazi-wks 2019-11-17 17-00-00
104 MICHAEL-PC 2019-11-17 17-00-00
30 |DAN-PC 2019-11-17 1£:00:00 74 Enabled
235 egordon-ltop 201%-11-17 14:00-00
24 AMICHAI-PC 2019-11-17 13:00-00
97 ELIOR-LT 2019-11-17 13-00:00 8 Enabled
179 GEORGEP-PC 2019-11-17 12:00:00 -
14 Enabled
Agent Version BPM Version Endpoints ;
2.15.16909.0 2.15.1188.0 12 e Enabled
2.18.17632.0 2.18.1215.0 10 _
2.18.17605.0 2.18.1193.0 8 15 Enabled
2.18.17673.0 2.18.1218.0 7
2.18.17415.0 2.18.1161.0 7 14 Enabled
Other Agent & BPM Versions -

You can perform the following actions to manage matching activities:

* Reset the Matches counter

¢ Cleanup matching activities

Resetting the Matches Counter

This action resets the count in the Matches column to zero.
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To reset the Matches counter of a policy:

1. Atthe left side of the Policies grid, select the checkbox of the relevant policy.
At the bottom of the page, click Actions and then select Reset matches counter.
A confirmation popup opens.

2.
3. Click Yes.

The counter is reset to zero.

Cleaning Up Matching Activities
This action clears matching activities from the Dashboard by solving or removing them.
To clean up matching activities:

1. Atthe left side of the Policies grid, select the checkbox of the relevant policy.
At the bottom of the page, click Actions, and then select Cleanup matching activities.

The Matching Activities Cleanup dialog opens, listing the number of matching activities in the
Status column.

Matching Activities Cleanup

Policy Mame Status
AAAAAAAA Test 38 Matching Activities

2.

3. Inthe lower left corner of the dialog, click Solve Activities or Remove Activities. (For more
information about these actions, refer to Handling Events in the Dashboard View.



A confirmation message is displayed in the Status column.

Matching Activities Cleanup

Policy Name Status
AAAANAAM Test 38 Remaved Successfully

4. To exit the dialog, click Close.

Deleting Policies

Deleting a policy permanently removes the policy from the system. You can delete unnecessary
policies by using the Delete action at the bottom of the Policies grid.

To delete policies:

1. Atthe left side of the Policies grid, select the checkboxes of the policies that you want to remove.

At the bottom of the page, click Actions and select Delete.

Disable
| ATOM AMA Al Delete
Export
BEMCHMARK_DC  Allow : .
Cleanup matching activities
FHIITFPAH Crans Al Resat matches counter
Import Add policy Actions ¥ Clear Selection

A confirmation popup opens.

ATOM_ANA

BEMCHMARK_DC



3. Click Yes.

The selected policies are removed from the Policies grid, and are deleted from the system.

Creating and Maintaining the Default Policy Set

The Default Policy Set is a collection of policies (Exceptions) that apply to all server endpoints. In
multi-server setups where servers are connected to the Controller Server, these policies are
automatically shared with all Detection and Response Servers in the customer environment.

After assigning policies to the Default Policy Set, you can specify policy enforcement settings by
defining order of priority. For more information, refer to Maintaining the Default Policy Set.

Since the Default Policy Set impacts all Groups, it is recommended that it include only Exceptions
that are relevant to all endpoints. Policies that affect only a portion of end users (e.g., developers,
managers, etc.) should not be part of the Default Policy Set, but should be assigned to the relevant
Groups. For more information, refer to Applying Policies to Endpoint Groups.

To build the Default Policy Set:

At the top of the Detection and Response Monitoring Environment console, click Modify Default

Policy.
P‘ﬂran"“:] ACME Corp. Logged in as Sandy

(D SERVER INFORMATION ® RESOURCES %  ACTIVITY

Manage Packages Maodify Endpoint Settings Madify Default Policy Disable Auto Approval Server Management

Version: 2.13.7081.94 Licenses: 772/5000 WR: 0/5
Time: B/2/2017, 8:46:44 AM Connected: 0
Open Sessions: 1

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS PROCESSES
0 INFECTED ENDPOINTS SEARCH o] 0 MALICIOUS PROCESSES SEARCH 0
TIME ¥ TYPE ENDPOINT NAME INFECTIONS STATE TIME ¥ MALICIOUS PROCESS  ENDPOINTS STATUS

The Policies Management dialog opens. By default, the Default Policy Set is empty, and all
defined policies are listed on the left side, under Unassigned Policies.



Policies Management
Unassigned Policies Search B Assigned Policies by Order of Priority

Status Policy Name Caller

From the Unassigned Policies list, select the checkboxes of the policies that you want to add to
the Default Policy Set. (To select all the policies, select the checkbox at the top, next to
Unassigned Policies.) To filter the list so you can easily find a policy, enter all or part of the
policy name in the Search field. For example:

B Unassigned Policies parl

2.
3. After selecting the policies to add, click Add.



The selected policies, together with basic policy parameters, are transferred to the list of policies
that appears on the right side of the dialog. These are the policies that are assigned to the
Default Policy Set.

Policies Management

B Unaccigned Policies Search B Assigned Policies by Order of Priority

Status Policy Name

4. |If desired, you may configure policy enforcement settings at this time (e.g., which policies take
precedence over other policies). For details, refer to Maintaining the Default Policy Set (below).

5. Click Save.

A confirmation message is displayed at the top of the popup, and the default policy set is saved.

Maintaining the Default Policy Set

The Policies Management dialog provides several features that enable you to control how the
exceptions in the Default Policy Set are enforced. The options are described in the table below the
diagram.

Note
If a policy is assigned to both the Default Policy Set and to one or more specific Groups, the Group
policy enforcement settings determine how the policy is applied.

. Assigned Policies by Order of Priority

Status Policy Name Caller

L CELGED . 00 oo

HE<EERER

Close

Number Feature Description

1 Priority This feature lets you control which policies will be enforced in the event
management  that policies in the Default Policy Set contradict one another. Select a single



Number Feature Description

arrows policy by checking its checkbox, and then use the arrows to move it into the
position of precedence in the list. The policy that is listed first is carried out
first, and so on.

£
CIicking or moves a policy to the beginning or the end of the list.

Remove This feature allows you to remove policies from the Default Policy Set.
button Select the relevant policies, and then click Remove. The selected policies
are transferred to the left side of the Policies Management dialog.

Applying Policies to Endpoint Groups

Policies do not have any impact on event handling unless they are applied to one or more Groups.

The procedure below explains how to assign policies to a Group. After assigning policies to the
Group, you can specify policy enforcement settings by defining order of priority.

To assign policies to a Group:

1.

From the Groups tab, click in the row of the relevant Group.
The Endpoints Group dialog opens.

Open the Policies frame. By default, no policies are assigned to the Group, and all defined
policies are listed on the left side of the frame, under Unassigned Policies.

Policies

B Unassigned Policies h B Assigned Policies by Order of Priority

Group Settings  Policy Mame

From the Unassigned Policies list, select the checkboxes of the policies that you want to apply
to the Group. (To select all the policies, select the checkbox at the top, next to Unassigned
Policies.) To filter the list so you can easily find a policy, enter all or part of the policy name in the
Search field.

After selecting the policies to add, click Add.

The selected policies, together with basic policy parameters, are transferred to the list of policies
that appears on the right side of the frame. These are the policies that are assigned to the
Group.

To save your changes, click Save.



Maintaining Group Policies

The Policies frame of the Endpoints Group dialog provides several features that enable you to
define enforcement settings for the policies assigned to the Group, including:

» Organizing policies according to priority

» Removing policies from the Assigned Policies list

B Assigned Policies by Order of Priority

Group Settings Policy Name

€ < > »

EEEEQOSN

For more details about how to use these features, refer to Creating and Maintaining the Default

Policy Set.

Configuring Automatic Exception Retirement

Automatic Exception Retirement (AER) is a mechanism that automatically removing inactive
Exceptions from the system. AER reduces bandwidth, reduces potential security breaches, and helps
keep your set of Exceptions manageable.

Inactive Exceptions are defined as those that have not have a match AND whose settings have not
been updated within a specified period of time. The time period that defines inactivity is configured
by the user when specifying AER settings. Supported time frames range from 30 to 550 days.

By default, AER is disabled. The following procedure explains how to enable and configure AER from
the Detection and Response Management Console.

To enable and configure AER:

o p—
—c
1. Inthe upper right corner of the Detection and Response Management Console, cIic to

open the Settings menu. Then select Configure Automatic Exception Retirement.



X SETTINGS

," MAINTENANCE

CONFIGURE AUTOMATIC EXCEFTION
RETIREMENT

The Configure Automatic Exception Retirement pane is displayed.
Click Enabled to make the settings editable. Then, in the field below, enter the number of days
after which inactive Exceptions will be automatically deleted. The default value is 90 days.

€ CONFIGURE AUTOMATIC EXCEPTION RETIREMENT

AUTDMATIC EXCEPTION RETIREMENT

DELETE INACTIVE STAMDARD EXCEPTIONS AFTER

—— =

2.
3. To save your changes, click Apply.



Viewing and Managing Exceptions in the
Detection and Response Management Console

Working with the Exceptions Menu

The Exceptions menu of the Detection and Response Management Console lets you view, update
and manage your set of Exceptions.

% PARANOID

SECURITY CENTER

HARDENING POLICIES

EXCEPTIONS

APPLICATION CONTROL

Number Feature Description

1 Search tool Allow you to filter Exceptions according to keyword search. The
Exceptions list is filtered as you type.



Number Feature

2 Create
Exception
button

3 Configure
Columns tool

4 Exceptions grid

5 Manage
Exceptions
actions bar

Description

Enables you to add a new Exception. For details, refer to Adding
Exceptions.

Allows you to control which columns of the grid are displayed.

Lists general information about each Exception. For details, refer to
Understanding the Exceptions Grid (below).

Allows you to perform administrative operations on one or more
Exceptions. For more information, refer to Exception Management.

Understanding the Exceptions Grid

The information provided in the grid is described in the table below. You can control the column
display by clicking the Configure Columns icon and selecting the columns you want to see. You can

ﬂ CREATE EXCEPTION

CONFIGURE COLUMMNS

SEARCH q

[+] PROTECTION MODULE
[+] INITIATOR PATH
[+] INITIATOR PUBLISHER
[+] INITIATOR HASH

[+] PARENT PATH

[+] sTaTUS

[+] ASSIGNMENT

then sort the grid according to any column.

Column Description / Notes
Name A user-defined name that identifies the Exception.
Protection Type of defense provided.

Module



Column Description / Notes
Initiator Path  The path of the process performing the event defined in the Exception.

Initiator The organization / company that digitally signed the process.
Publisher

Initiator Hash  The MD5 identifier of the process.
Parent Path The path of the process that created the Initiator process.
Status Enabled or Disabled. Disabled Exceptions are inactivated and not implemented.

Assignment Indicates whether the Exception is currently assigned. If the Exception is assigned to
specific Groups, the number of affected Groups is displayed.

Matches A counter showing the number of endpoints on which the Exception had matches.

Updated Date and time of the most recent update to the Exception.

Adding Exceptions in the Detection and Response
Management Console

Creating a new Exception consists of providing a name for the Exception and specifying details
about the Initiator and Target of the process involved. In addition, you may include the new
Exception in the Default Policy Set, or assign it to one or more Groups.

Important
It is best practice to create Exceptions from the Drill Down view of the Security Center, where you
can start with a specific event and view prepopulated parameters for the Exception.

To add a new Exception:

At the upper right corner of the Exceptions page, click Create Exception.

£ CREATE EXCEPTION

The New Exception page opens.



NEW EXCEPTION

DESCRIPTION

PROTECTION ARMORMAL COMMLUMICATION
HODULE
PUBLESHOR

INITIATOR

PROCESS

PUBLISHER

COMMAND
LINE

In the Name field, enter a logical name for the Exception. It is recommended (but not required)
to enter notes or comments about the new Exception in the Description field.

Select the appropriate Protection Module from the Protection Module dropdown list.

Specify parameters for the Initiator and Parent. When defining paths and command line, you can
make a specific string more generic by inserting asterisks (wildcards that replace any other
characters) in the appropriate positions.



When defining Name and Publisher, select the relevant operand before entering the parameter.
You can also use asterisks here, allowing the Exception to apply to other similar events.

PARENT

PUBLISHER CONTAINS

BEGINS WITH

ENDS WITH

Specify parameters for the Target (the entity impacted by the Exception), using the techniques
described in Step 4. Target parameter types for most Protection Modules are Path and Name,
but those for Abnormal Communication are IP and Port and those for Registry Manipulation are
Key and Value.

TARGET

5.

6. By default, new Exceptions are unassigned (Assign To None) and do not affect event handling
until they are assigned to endpoints. You can assign the Exception in one of the following ways:

« Assign as a default policy: Select this radio button to add the new policy to the Default Policy
Set. Default policies are applied to all endpoints connected to the Detection and Response
Server. In multi-server setups where servers are connected to the Controller Server, these
policies are also automatically distributed to the other Detection and Response Servers in the
environment as default policies.



Assign to one or more groups: Select this radio button to apply the Exception to specific
Groups. Specify the Groups by selecting them from the Group Assignment pane that opens.

€ GROUP ASSIGNMENT

SELECT ALL

DEFAULT_GROUP
* DETECTION

PREVENTION
HF14

HF15

HF14

HF17

HF18

HF1%

HF20

Click Save.

The Save Exception dialog opens, displaying the number of activities that match the new
Exception.

SAVE EXCEPTION

THE EXCEPTION YOU ARE ABOUT TO SAVE HAS 22
MATCHING ACTIVITIES.

CAMNCEL

. Select an option for handling matching activities:
« Do not clear activities: Matching activities will continue to be displayed in the Security
Center.



» Solve activities: Matching activities will be marked as resolved and cleared from the Security
Center view.

9. To close the dialog and add the new Exception to the Exceptions list, click Save.

Exception Management in the Detection and Response
Management Console

The buttons in the lower left corner of the Exceptions page, which appear when at least one

Exception is selected, enable you to perform various operations on the selected Exception(s).
= EXCEPTIONS

10f 6 Exceplions selected

© CREATE EXCEPTION

INITIATOR PUBLISHER INITIATOR HASH PARENT PATH STATUS ASS NT  MATCHES

P b CLEANUPMATCHWNGACIVITIES  EDW  DISABLE  DELETE  RESETMACHES COUNTER

The options are:

Action Description

Edit Opens a side pane in which you can view and update all parameters of a selected
Exception. (This pane also opens when you click the row of an Exception.) For more
information about parameters, refer to Adding Exceptions in the Detection and
Response Management Console.

Enable / These actions activate and inactivate Exceptions. For details, refer to Disabling and
Disable Enabling Exceptions.

Delete Removes Exceptions from the system. For details, refer to Deleting Exceptions.
Cleanup These actions allow you to handle matching activities.

Matching

Activities /

Reset Matches
Counter



Disabling and Enabling Exceptions
Use the Disable action when you need to temporarily inactivate one or more Exceptions.
To disable and enable Exceptions:

1. On the left side of the Exceptions grid, select the checkbox(es) of the Exception(s) that you want
to disable.
From the Manage Exceptions action bar, click Disable.

A warning popup opens.

/N\CONFIRM

Enter the word disable (not case sensitive) on the line provided. Then, click Disable.

The popup closes, and the Exceptions are labeled Disabled in the Status column.

© CREATE EXCEPTION

NT  MATCHES UPDATED

3.

4. To reactivate the Exception(s), select the relevant checkbox(es) and click Enable.

Deleting Exceptions
The Delete action permanently removes selected Exceptions from the system.

To delete Exceptions:



1. On the left side of the Exceptions grid, select the checkbox(es) of the Exception(s) that you want
to delete.

From the Manage Exceptions actions bar, click Delete.

A warning popup opens.

3. Enter the word delete (not case sensitive) on the line provided. Then, click Delete.

The selected Exceptions are removed from the Exceptions list and are deleted from the system.

Handling Matching Activities
The following actions are related to managing Exception matches:

» Reset Matches Counter: Zeroes the counter for the number of Endpoints on which an Exception
had matches.

» Cleanup Matching Activities: Clears matching activities from the Security Center by solving or
removing them.

Resetting the Matches Counter

The Matches column of the Exceptions grid is a counter showing the number of endpoints on which
the Exception had matches. The Reset Matches Counter action resets the count in this column to
zero.

To reset the matches counter for an Exception:

1. Atthe left side of the Exceptions grid, select the checkbox of the relevant Exception.



From the Manage Exceptions actions bar, click Reset Matches Counter.
A confirmation popup opens.

CONFIRM

You are about to reset the matching activity numbers of
“sa_200ct20_AnyDesk_AC"
Are you sure?

3. Click Reset.

A confirmation message is displayed, and the counter is reset to zero.

Clearing Matching Activities from the Security Center

The Cleanup Matching Activities action enables you to clear matching activities from the Security
Center. You can clear activities using either of the following methods:

» Solve activities: Marks the activities as resolved and removes them from the Security Center
view.

* Remove activities: Removes activities from the Security Center view and deletes them from the
Detection and Response database.

To clear matching activities:

1. Atthe left side of the Exceptions grid, select the checkbox of the relevant Exception(s).
From the Manage Exceptions actions bar, click Cleanup Matching Activities.

The Matching Activities Cleanup dialog opens, listing the number of matching activities for
each selected Exception.

Matching Activities Cleanup

EB_17Dec20_svchast_Cl 86 MATCHES

REMOYE

2.

3. Click Solve or Remove (according to how you want to clear the activities).



A confirmation message is displayed when the process completes successfully.

Matching Activities Cleanup

EG_17Dec?0_swchost_Cl

POST PROCESSING Completed Successiully

4. To exit the dialog, click Close.



Working with Hardening Policies

Hardening Policies: Overview

In contrast to Exceptions, which allow processes that the BPM analysis technique normally denies,
Hardening Policies deny processes that would normally be allowed. Hardening Policies (HPs)
provide a means for organizations to regulate internal application usage and control internal access
to their high-value Assets.

Hardening Policies work through application control, a method which permits or blocks processes
that are attempting to access system resources on an endpoint. You can use application control to
determine which processes can run on endpoints, block communication with unwanted
destinations, and much more.

Some use cases for applying HPs include:

» Blocking internal use of unwanted applications (such as Dropbox or Skype)
» Preventing users from changing configuration files
» Controlling access to specific registry keys

 Limiting access to particular folders

Defining Hardening Policies in the Detection and Response
Management Console

HPs can be defined for both workstations and servers, and can be as specific or as broad as
necessary. The general aim of a HP is set according to the option selected in these parameters:

* Mode:

o Alert: When the policy is violated, the prohibited operation is allowed, and a Hardening Policy
Violation event is triggered.

o Block: When the policy is violated, the prohibited operation is prevented, and a Hardening
Policy Violation event is triggered.

* Operation: A Hardening Policy can focus on any aspect of ONE of the following operations:

o Filesystem access: Involves access rights (read, write or both) to specified folders or files.

o Process execution: Involves definition of Initiators that are allowed to execute specific
processes.

° Network access: Involves access to specified IP/ports.

o Registry access: Involves access rights (read, write or both) to specified registry keys.

The specific purpose of a HP is determined by the parameters defined in the Initiator and Target
settings of the policy. A Hardening Policy can support multiple values for both Initiators and Targets.

The following sections provide more details about working with Hardening Policies:



« Working with the Hardening Policies Set

Understanding Hardening Policy Parameters

Adding Hardening Policies to Your HP Set

¢ Assigning Hardening Policies to Groups

Working with the Hardening Policies Set

Since every Hardening Policy (HP) is individualized according to organizational needs, each company
builds its own unique set of HPs. (There are no out-of-the-box HPs.) The HP set is displayed on the
Hardening Policies page of the Detection and Response Management Console.

The following sections present:

e Accessing the HP Page
¢ Viewing and Managing the HP List

Accessing the HP Page
The Hardening Policies page is part of the new Detection and Response Management Console.
To access the HP page:

At the upper right side of the Detection and Response Monitoring Environment, click
Management Console.

MAIN CONSOLE agged in as sandy

@ SERVER INFORMATION ® 4 RESOURCES & acTiviTy

on- 3.24.12930.2426 censes: 119/1000 ENDPOINTS

Time: 7/28/2020, 9:45:10 AM & onnected: 0 Inmonitored: 119 .
Open Sessions: 0 NR. 0/5 n Detection: 0
Packages Endpoint Settings Default Policy Disable Auto Approval Server Mgmt. [ War Room
DASHBOARD ENDPOINTS USERS 0GS » POLICIES GROUPS REPORTS PROCESSES
0 INFECTED ENDPOINTS SEARCE jol O MALICIOUS PROCESSES SEARCH jol
TIME ¥ TYPE ENDPOINT NAME INFECTIONS STATE TIME ¥ MALICIOUS PROCESS ENDPOINTS STATE STATUS

The Detection and Response Management Console opens in a new browser tab, with the
Security Center view displayed.

2. Atthe left side of the Detection and Response Management Console, hover over the menu bar to
open it, and select Hardening Policies.



o [PARANOID

SECURITY CENTER

HARDENING POLICIES

EXCEPTIONS

APPLICATION CONTROL

The Hardening Policies page opens, listing any HPs that have been created.

Viewing and Managing the Hardening Policies List

The Hardening Policies page lists the HPs that have been created and provides general
information about each one. The Search tool at the top of the page enables you to filter the list
according to a keyword containing portions of the HP's name, Initiator or Target.
E, HARDENING POLICIES

2 Hardening Pelicies

Q © CREATEPOLICY

OPERATION INITIATOR TARGETS

EXCLUDING MY US..

The following data is displayed in the HP grid:

Column Description
Name The user-assigned name of the HP.
Status * Enabled: The HP is currently active.

» Disabled: The HP has been inactivated. Disabled HPs are indicated by red font in the
Status column, and a red bar at the left side of the row.



Column Description

Mode * Alert: When the policy is violated, the operation is permitted.
» Block: When the policy is violated, the operation is prevented.

In either mode, a violation of the HP generates an event in the Detection and Response
Monitoring Environment. Depending on Agent configuration, an alert may also be displayed
on the endpoint.

Operation The category of operation affected by the HP (Filesystem access, Process execution,
Network access or Registry access).

Initiator The user-assigned description for the Initiator.

Targets The user-assigned description for the Target(s).

Clicking the Columns icon (in the upper right corner of the grid) opens a popup that allows you to
control which columns of the grid are displayed.

&) CREATE POLICY ~

CONFIGURE COLUMNS

SEARCH

[v] MODE

[4] OPERATION

[¥] INITIATOR

When one or more HPs are selected (by checking the checkbox to the left of the name), the
expandable Manage Hardening Policies actions menu appears in the lower left corner of the page.

EDIT DELETE EMABLE POLICY EXPORT

The following actions are available:

 Edit: Opens a side panel where you can view and update parameters of the selected HP (if
multiple HPs are selected, the Edit action is hidden). You can also open this panel by clicking the
relevant row of the HP grid. For more information about editing HPs, refer to Understanding
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Hardening Policy Parameters.

Delete: Allows you to remove the selected HP(s) from the system. To avoid inadvertent deletion
of HPs, clicking this button opens a confirmation popup in which you need to enter the word
delete (not case sensitive) and then click Delete.

/N\CONFIRM

"Block_0Office™ will be deleted.

Deleting a Hardeming Policy m:
system operation and se

o confirm, please type delete’ below and click the Delete

DELETE CANCEL

Enable / Disable Policy: Allows you to activate currently disabled HPs or inactivate ones that are
currently enabled. To avoid inadvertent actions, clicking this button opens a confirmation popup
in which you need to enter the word disable or enable (not case sensitive) and then click the

button below.

/N\CONFIRM
¢_Otffice” will be disabled.

Disabling a Hardening Folicy may h

o confirm, please type disable’ below and click the
Disable button.

I'YPE HERE

DISABLE CAMCEL

« Export: Allows you to download the selected HP(s) in CSV format.



CIicking (in the upper right corner of the page) lets you design and add a new
HP. For details, refer to Adding Hardening Policies.

Understanding Hardening Policy Parameters

A Hardening Policy is made up of the following groups of parameters:

« General parameters: Specify the HP's name, description, operation type, and other high level
determining factors.

 Initiator parameters: Specify details about the entities that are prohibited from performing
operations on the Target.

» Target parameters: Specify details about the entities that are the objects of the operations
performed by the Initiator.

The following sections explain more about the different types of parameters using a specific HP as a
use case example.

Use Case Summary

The aim of the sample HP presented below is to limit write access to Microsoft Word documents.
The HP specifies that users may write only to Word files that are located in a specific directory (the
path defined in the Target parameters). Users who have Admin privileges are excluded from the HP,
and they may write to Word files located in any folder.

The general parameters of the HP are shown in the figure below. Note the description, which helps
other users to quickly grasp the purpose of the HP. Consistent with the logic of the HP, the
operation type is File System Access, with Write access selected.

X BLOCK_WORD_WRITE_EXCLUDE_DOCUMENTS

Block Word Write_Exclede Documents

DESCRIPTION i imreem its detault path is
al

h, unless the

OPERATIIN FILE SYSTEM ACCESS

Initiator and Target Parameters

The sections below explain the types of Initiator and Target parameters available, and provides
examples based on the use case presented above.



Note
When creating or updating a HP, remember that the Cartesian product of Initiator and Target

parameters cannot exceed 25. Calculate this product by multiplying the sums of the number of
items in each parameter type. For example presented below, the Cartesian product of the HP above
is 1. (There are four parameter types - 3 Initiator and one Target - but only one parameter is defined
for each type. The product is therefore 1 x 1 x 1 x 1.)

Initiator Parameters

When defining the Initiator, a description plus at least one additional parameter are required. The
types of initiator parameters available are identical for all HPs, regardless of operation type. The
parameter types are:

e HASH: The MD5 identifier of the Initiator.

» Publisher: The company or organization that digitally signed the Initiator.
» Path: File path of the Initiator.

* Name: Process name of the Initiator.

» Command Line: The executed command line of the Initiator.

« User: The username of the user affected by the policy.

You may define values for all the types or only some of them, according to the nature of the HP. You
can also specify multiple values within the same parameter type. In runtime, the HP operates
according to AND logic among the different Initiator parameter types. However, multiple values
within a type are handled using OR logic.

To set a HASH parameter, enter the value on the line. Then, click the Add icon, or press <Enter>.

HASH *

To set other parameter types, first select the required operator (if relevant) from the dropdown list.
Then, type the parameter on the line and click the Add icon (or press <Enter>).

PUBLISHER S

IS5

IS NOT

CONTAINS

DOES NOT CONTAIN

BEGINS WITH

DOES NOT BEGIN WITH
ENDS WITH

DOES NOT END WITH

IS

After clicking the Add icon or pressing <Enter>, the value is added as a chip below the input field. To
add more values, repeat the process.



Note
To save Initiator parameters in the system, you need to click Save.

Initiator parameters for the example presented above are shown in the following figure. In this case,
the Initiator's Publisher and Name are specified explicitly, while the Path is defined with a regular
expression. The regular expression, which is indicated by the asterisk before \Program Files,
specifies that all paths containing the phrase Program Files that lead directly to Microsoft Office >
Office 16 should be included in the logic.

To ensure that Admin users will not be affected by the HP, a User parameter of NOT Administrator
is defined. All other users will be blocked from writing to Word documents outside of the
Documents folder.

OESCRIPTION ic a0 reen s delault path,
< or”

PUBLISHER

Microsolt Canparati

FLProgram Fles ML

D romiesaratar

Hovering over an Initiator parameter with a longer string opens a tooltip that displays the entire
value. For example:

“\Program Fies*\Microsoit
OfficevDifice16

*\Program Files*\Mi__




Target Parameters

Target parameter types for most HP operations are Path and Name. HPs with an operation type of
Network Access have Target parameter types of IP and Port.

As with Initiator parameters, you may define values for one or both parameter types, and multiple
values can be specified within a type. If you define parameters for both Path and Name (or both IP
and Port), the HP is implemented only if both parameters are matched. Multiple values specified
within a parameter type are handled using OR logic.

Note

When adding Target parameters, be sure to click the Add icon or press <Enter> after typing the
value of the parameter, or the system will not display the inserted value. To save Target parameters
in the system, you need to click Save.

As described in the use case example above, the purpose of the HP is to block users from writing to
any Word documents, for those that are located in the except Documents folder. The Target path is
therefore any path that is NOT the path to that folder.

Eaary Bleck ewerything, except or
MESCRIPTIO d everything, excep
LA “"illsers\"\Documents)"" path

Adding Hardening Policies to Your HP Set

You can add HPs to your environment by either importing them from another Detection and
Response environment, or manually creating them. The following sections provide details and
guidelines for both methods:

* Importing Hardening Policies

» Creating Hardening Policies: General Guidelines

Importing Hardening Policies

The Import function enables you to add HPs from another Detection and Response environment to
your set of HPs.

To import Hardening Policies:



In the upper right corner of the Hardening Policies page, click the carat next to the Create
Policy button and then click Import.

) CREATE POLICY |+

IMPORT

The Import File popup opens.

) IMPORT FILE

Drag-and-drop the relevant file to the upload area. Alternatively, click in the upload area. Then,
navigate to and select the file.

Once a file has been selected, its name is displayed in the upload area.

) IMPORT FILE

2.
3. Click Import.

The imported HPs are listed on the Hardening Policies page, and a confirmation message is
displayed at the top of the page.

General Guidelines for Creating and Updating Hardening Policies

When manually adding new HPs (or updating existing ones), keep the following guidelines and
recommendations in mind:



Creating a HP: Clicking the Create Policy button in the upper right corner of the Hardening
Policies page opens a side panel where you can create a new HP.
E. HARDENING POLICIES

2 Hardening Policies

° Q & CREATE POLICY  »

NAME OPERATION INITIATOR TARGETS

TEST

» Naming your HP: Each HP must have a unique name. It is recommended to assign a name that
is relevant to the purpose of the HP. Names may contain letters, numbers and underscores only
(no special characters), and may be no longer than 100 characters.

» Description fields: A description for the HP is not mandatory but is recommended. Descriptions
are required for both the Initiator and the Target.

Initiator/Target parameters: To create a HP, you must define at least one parameter for either
the Initiator or the Target (in addition to the Description), and it is strongly recommended to
specify at least one parameter for both. If you define one or more parameters for the Initiator but
none for the Target (or vice versa), the Detection and Response Management Console will allow

* you to create the HP, but the following warning message will pop up when you click Save:

ARE YOU SURE?

Having an Initiator or Target with no defined parameters
may have widespread consequences.

* Number of parameters: The Cartesian product of Initiator and Target parametersin a
Hardening Policy cannot exceed 25. Calculate this product by multiplying the sums of the
number of items in each parameter type. For example, a policy has two Initiator types (Path and
Name), containing one value each. The Target parameter types of Path and Name each contain 2
values each. The Cartesian product is therefore 1 x 1 x2x2=4.)

» Saving changes: Be sure to click Save after creating or updating a HP. If you close the panel
before saving, any changes will be lost.

» Updating a HP: Once you have added a HP, you can update any of its parameters by selecting
the policy from the HP list, modifying the relevant parameters in the side panel that opens, and
clicking Save. If you open the side panel inadvertently, or you want to discard changes, close the



panel by clicking the Close icon at the top, or the Cancel button at the bottom.

X |BLOCK_OFFICE

Block Office

DESCRIPTION Block Oifsce apps rem writing o a private lolder

OPERATION FILE SYSTEM ACCESS

ACCESS

INITIATOR

DESCRIFTION Oifice Apps. Excluding my user.

Specifying HP General Parameters
Use the following procedure to define the general parameters for your HP.
To specify general parameters for a HP:

1. Atthe top of the Hardening Policy panel, enter a logical name for the HP. The name may
contain letters, numbers and underscores only (no special characters), and can be no longer
than 100 characters.



% HARDENING POLICY

DESCRIPFTION

OPERATION FILE SYSTEM ACCE

2. Inthe Description field, it is recommended to enter a brief summary of the purpose of the HP.

3. Select a Mode for your HP. The default mode of a new HP is Alert. In this mode, you receive
notifications about operations prohibited by the HP, but the operations themselves continue to
take place. In Block mode, operations prohibited by the HP are prevented.

From the Operation dropdown, select the relevant operation type for the HP. The default

operation type is File System Access.

OPERATION PROCESS EXECUTION v

FILE SYSTEM ACCESS

INITIATOR
NETWORK ACCESS

PROCESS EXECUTION

REGISTRY ACCESS



If you selected File System Access or Registry Access in Step 4, select the relevant type of
access from the Access dropdown.

OPERATION FILE 5YSTEM ACCESS

INITIATOR

5.

6. Continue by defining parameters for the Initiator and the Target. Refer to Understanding
Hardening Policy Parameters for more information.

Assigning Hardening Policies to Groups

Like Exceptions, Hardening Policies (HPs) do not have any impact until they are assigned to one or
more Groups. Administrators need to assign HPs manually. By default, HPs are not assigned.

The Assign Policy frame allows you to assign a HP to relevant Groups. This frame is located at the
bottom of the settings pane that opens when creating or editing a HP. The following assignment
options are available:

Assign to None: The HP is not assigned (default option).

ASSIGN POLICY

SSIGN TO NONE

SSIGN AS A DEFAULT POLICY
SSIGN TO ONE OR MORE GROUPS

« Assign as a Default Policy: The HP is assigned to all Assets. Select this option only if the HP is
relevant to all endpoints.

To assign the HP as a Default Policy, select the radio button and then click Save.

« Assign to One or More Groups: The HP is assigned to specific selected endpoints Groups. Use
this option to assign HPs that affect only a portion of your Assets.



When a HP is assigned to selected Groups, the name(s) of the Group(s) to which it is currently
assigned is displayed below the radio button, and the Edit link allows you to quickly update the
Group assignments. (Refer to the procedure below for more details.)

ASSIGN POLICY

(O ASSIGN TO NONE
(O ASSIGN AS A DEFAULT POLICY
@ ASSIGN TO ONE OR MORE GROUPS

Servers Edit

To assign a Hardening Policy to specific Groups:

From the Hardening Policies page, click the relevant HP to open the settings pane. At the
bottom of the pane, under Assign Policy, select the Assign to One or More Groups radio
button. If the radio button is already selected, click Edit.

A side panel opens, listed all defined Groups.

X  BLOCK_OFFICE GROUP ASSIGNMENT

SELECT ALL

DEFAULT_GROUP
TARGET MEDIUM_RISK
HIGH_RISK
DESCRIPTION Private Folder LOW_RISK
SERVERS
PREVENTION
MYDEMOGROUP
SERVERFARM
RMS_DETECTION

CAUsers\shal\Docum...
RMS_DISARM

ASSIGN POLICY

(O) ASSIGN TO NONE

) ASSIGN AS A DEFAULT POLICY
(@) ASSIGN TO ONE OR MORE GROUPS

1.

2. Specify the Group(s) to which you want to assign the HP by selecting the relevant checkbox(es).
To quickly find a Group, filter the list by entering part or all of the Group's name in the Search
field (above the list).



The names of the selected Groups are listed in the Assign Policy frame.

ASSIGN POLICY

() ASSIGN TO NONE
() ASSIGN AS A DEFAULT POLICY
(@ ASSIGN TO ONE OR MORE GROUPS

Servers, ServerFarm

3. Click Save.

The panes close, and the HP is assigned to the selected Group(s).



Handling Administrative Operations

Viewing Detection and Response Monitoring

Environment Reports

The Detection and Response Monitoring Environment reports provide a snapshot view of your

environment, so you can quickly check the status of assets and users. The reports are:

Assets Overview: Lists all endpoints and servers and provides general information about each

one.

Assets by Threat: Provides a summary of all assets that have been infected during the past day.

Attacks by Hour/Day: Shows the average number of attacks during a selected time period.

Prevented Processes: Lists the processes whose activities were most recently prevented by

Detection and Response.

Detection and Response Monitoring Environment User Activity: Displays the number of users and

shows a breakdown of user activities according to activity type.

To view a report, click the Reports tab of the Detection and Response Monitoring Environment. To
display the report in the tab, select the report type from the list on the left side of the page.

DASHBOARD ENDPOINTS

REPORTS

Assets by Threat
Attacks by Hour/Day
Prevented Processes

PME User Activity

USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

PLEASE SELECT A REPORT

Once a report is displayed, you can click the Enlarge button (at the lower left corner of the page) to

openitin a popup window.



REPORTS

Enlarge

The following sections describe each report in more detail.

Assets Overview

This report provides a summary of all assets (endpoints and servers). The upper portion of the
report shows the total number of endpoints according to the following breakdowns:

» Agent and BPM Version: Number of endpoints on which specific Agent/BPM versions are
installed.

¢ Mode: Number of endpoints in Prevention Mode and number of endpoints in Detection Mode.



Activity: Number of Active and Inactive (offline) endpoints. Active endpoints are those that have
been online at any point during the last two weeks.

Asset Overview Server Version: 2.12.7412.47

This report provides an overview of all the assets and their status
Number of endpeoints for every ;.‘:-:‘r', and BPM versions:
AGENT VER BPM VER. ENDPOINTS
L]
2.0.6689.0 2.0.353.10
2.0.6689.0 2.0.500.10 [
4.920.624. 12.292.0 1
2 13.10
2.0.6689.0 2.0.307.10
‘ M In Prevention (256] M Active (272)
INDI 2.0.6689.0 00 3 M In Detection [61) M Inactive [45]
2.310.7326.0 2.10.353.10
2.10.7167.0 2.10.347.10

The lower portion of the report displays the Detailed Assets List. This grid lists all the endpoints (in
alphabetical order according to endpoint name). Additional information provided includes IP, Mode,
Agent/BPM version, Groups to which the endpoint is assigned, and number of days that the
endpoint has been offline (if relevant).

Detailed Assets List

ENDPOINT P GROUP(S) MODE OFFLINE FOR (DAYS) AGENT VER. BPM VER.
ADAM-LPT 172.21.1.130 Q4 Detection 28 210.7167.0 210.346.0
ADIL-PC 17221196 Other_Group Prevention 28 2103460
ALEX-PC 172211124 Other_Group Prevention 27

ALEXANDRA-PC 172.21.1.12 Other_Group Prevention 28 21071670 2103460
AMICHAI-PC 172.21.1.198 Other_Group Prevention 32 21071670 2103460
AMIR-LPT 172.21.1.064 Other_Group Prevention £2 20.6759.0 203430
AMIT-LPT 172.21.1.181 Amit Prevention 28 21372740 210347.0
amit-lpt 172.21.1.181 Amit Prevention 28 0 0
ARKADY-PC 192.168.1.137 Other_Group Prevention 59 21066110 2103340
ARTHUR-PC 172.21.1.140 Other_Group Prevention 61 210.6611.0 2103340
BRASIL-PC 172211173 SecureBoot Prevention 102 02064882 00
CHAK-PC 172.21.1.156 Other_Group Prevention 28 21071670 2103460
DANIEL-PC 172.21.1.160 Other_Group Prevention 116 2061970 202970
DC2012-2 172.21.1.66 Other_Group Prevention 28 21066110 2103340
DESKTOP-MSKLVKS 192.168.1.154 US_Difice Prevention L8 2.0.6759.0 2.0.343.0

Assets by Threat

This report provides a summary of all assets that have been infected during the last 24 hours. The
grid at the top shows the following information:

 Infected Endpoints: Total number of infected endpoints, with a breakdown according to Mode.
 Infected Groups: Total number of Groups that contain infected endpoints.

» Malicious Processes: Total number of processes involved in endpoint infections.
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The lower portion of the report displays the Detailed Infected Assets List. This grid lists all the
endpoints that have been infected. Additional information provided includes IP, Mode, Agent/BPM
version, total number of infections and the timestamp of the most recent infection.

Assets by Threat Server Version: 2.13.7081.94 X
This report provides an overview of all infected assets [last 24 hours] and related threats. .

INFECTED ENDPOINTS

INFECTED GROUPS MALICIOUS PROCESSES
IN DETECTION IN PREVENTION TOTAL
12 3 18

Detailed Infected Assets List

ENDPOINT P MODE AGENT VER BPM VER. LAST INFECTION TOTAL INFECTIONS

DONNA-PC 192.168.16.91 Prevention 0.14.500.4206 0.14.246.0 2017-06-03 12:44:28

IDO-LPT 192.168.16.119 Detection 0.14.500.420¢6 0.14.246.0 2017-05-1316:51:32 1

DAN-LPT 192.168.16.185 Detection 0.14.500.4206 0.1£.246.0 2017-05-19 11:04:03 1

INTERGRATOR-PC 192.168.19.136 Prevention 0.14.500.4206 0.1£.246.0 2017-06-17 09:34:02 1

IT-PC 192.168.17.102 Prevention 0.14.500.4206 01424560 2017-06-14 10:18:49 1

TERMINAL-PC 192.168.1.82 Prevention 0.14.500.420¢6 0.14.246.0 2017-06-25 23:45:03 1

CISO-LPT 192.168.19.134 Prevention 0.14.500.4206 0.1£.246.0 2017-06-0118:49:29 1

CONFERENCE-PC 192.168.16.80 Detection 0.14.500.4206 0.1£.246.0 2017-05-10 07:44-02 1

Attacks by Hour/Day

This report shows patterns of attacks occurring within a selected period of time. Data is displayed
according to the distribution of attacks during specific hours and days of the week.

An Attacks by Hour/Day report can be presented in either of the following formats:

Graph: Data is presented in bar graph form. Hourly statistics appear on the top, and daily
statistics are shown on the bottom. For example:

Attacks by Hour/Day

This report shows the average number of attacks by hour/day

1781

200

22

- : :

» Text: Data is presented in table form. Daily statistics appear on the top, and hourly statistics are
shown on the bottom. For example:
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Attacks by Hour/Day

DAY EVENTS
HOUR EVENTS
Note

Missing hours or days indicate that no attacks occurred during that hour/day.

To generate an Attacks by Hour/Day report:

1. From the left side of the Reports tab, select Attacks by Hour/Day.
The Reports Modifying dialog opens.



Reports Modifying

Please select report type:

Please select a time period for your report:

Last day Last week Last manth

Last 3 months Last & months Last year

2. From the dropdown list at the top of the dialog, select the desired display format (Graph or
Text).

3. Select a time period for the report by clicking one of the buttons. Alternatively, specify a custom
timeframe by clicking in the Begin Date and End Date fields and selecting a start and end date
on the Calendar popups.

4. Click Generate.

The report is displayed.

Prevented Processes

This report lists the file paths of the processes whose activities were most recently prevented by the
Detection and Response Agent. The processes, which are differentiated by MD5 identifier, are listed
in the order of number of prevention instances.



Prevented Processes X

This report describes the last [up to 100] processes whose activities were preventad

PROCESS PREVENTIONS
C-\ProgramData\ezlfrzxgkisloj[399\tasksche exe 5386
CAUSERS\ADMINISTRATOR\MOBFUDYCOMAL EXE 1598
C:\Users\ga\Desktop\wannacry.exe 1312
CAUSERSVADMINISTRATORVAPPDATANLO CALNTEMPYYOXPTYWY.EXE 449
C:\Users\Freddy\AppData\Roaming\{848E9C45-2430-03FE-7263-F2366FFA2C1 9N msconfig.exe 217
CAUSERSVADMINISTRATORVAPPDATANLOCAL\DRPBX\DRPEX EXE 97
C:\USERS\ADMINISTRATOR\APPDATA\ROAMING\FRFX\FIREFOX. EXE 95
CAUSERSVADMINISTRATOR\DESKTOP\PT KIT-20160911T0734552\PT KIT\BART\BART.EXE 0
C:\USERS'ADMINISTRATORVAPPDATANLOCALNTE 69
CAUSERSVADMINISTRATOR\DESKTOP\PT KIT-20180911T0734552\PT KIT\CUTWAIL\CUTWAIL EXE 49
C:\Windows\SysWOWSL\rundIl32.exe 2
C:\USERSVADMINISTRATOR\APPDATA\LOCAL\TEMP\COCF40B8320D466A24BDD4FEBDC162E95AA30ED94EF 5

AJETBEZS, B2EBBED3AEXE - =

Detection and Response Monitoring Environment User Activity

This report provides a high level breakdown of user status and activities. The table on the left
displays the total number of users assigned to each role. The table on the right lists total instances
of user activities (performed by all users), broken down according to type.

Paranoid Management Environment’s User Activities X
This report describes status and activity of the PME’s users [since the beginning)
Users by Role User Activities
USER ROLE COUNT ACTIVITY COUNT
Rocts & SERVER 1
Admins 2 Editing users 19
Super Users 0 Login 303
Viewers 1 Logout 49
Total 9 Auto approvement 1
Licensing server 1
Packages 17
Editing endpoints 83
send n
Editing palicies 27
Editing events 355
Notohoce Act 1

Managing Users

The Users tab allows you to view and manage the users who are authorized to log into the
Detection and Response Monitoring Environment. Detection and Response supports the following
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types of users:

» Viewer: Has read-only privileges in the Detection and Response Monitoring Environment.

« Admin: Has privileges to perform all routine activities related to maintenance and management
of the environment. The Admin can handle security events (e.g., create/edit and assign
Exceptions, solve events), manage endpoints (e.g., assign endpoints to Groups, configure Group
settings excluding Advanced Settings) and more.

» Root: In addition to all Admin permissions, has privileges to perform more sensitive actions such
as creating Hardening Policies, configuring Advanced Settings for Groups (e.g., defining Trusted
Applications), performing database management activities and more. In addition, Root users are
authorized to access the Detection and Response Management Console.

The grid in the Users tab displays general information about each user. The columns are described
in the table below the figure.

DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS PROCESSES
Username Level Last Login Last User Agent Last IP Options
WarRoom Viewer 2016-12-26 13:42:28 17221211
adi Viewer 2016-10-06 13:21:02 Mozilla/5.0 (Windows NT 10.0; Winé4; x64] AppleWebKit/537.34 (KHTML, like Geckol Chr... 172.21.1.142
nyotronviewer Viewer 2016-10-21 17:06:29 None 0000
Sandy Admin 2017-03-13 10:32:44 Mozilla/5.0 (Windows NT 6.1; WOW64) AppleWebKit/537.34 ([KHTML, like Gecko) Chrome... 172.21.21.1
tester? Admin 2017-02-12 17:41:46 Mozilla/5.0 (Windows NT 10.0; Winé4; x64) AppleWebKit/537.36 (KHTML, like Gecko) Chr.. 172.21.21.1

Create New User

Column Description

Username Name used to access the Detection and Response Monitoring Environment.

Level User type (Viewer, Super User, etc.).

Last Login Date and time of most recent Detection and Response Monitoring Environment login.
Last User Details about the browser used for the last login.

Agent

Last IP IP address of the machine from which the user last logged in.

Options Clicking this link opens the Edit User dialog, where you can modify user parameters. For

more information, refer to Updating User Details.

Clicking the Last Login or Last User Agent value in a row in the Users grid opens a popup that
displays the information about the selected user in a consolidated, easy to view format.



Last Login Details

Username:
Sandy
Las=t | ngin:
M7-02-12 121220
Last IP:
1721111
Last User Agent:

Mozilla/5.0 [Windows NT &.1; WOW&4)
AppleWebkGt/537 36 [KHTML, like Gecko)
Chrome/56.0. 2924 B7 Sakari/537.36

Adding New Users

Creating a new user involves specifying user login credentials and a permissions level for the user.
In addition, you need to select an authentication source for user login (internal database or Active

Directory). When selecting Active Directory, verify that Active Directory domains have been defined
in the Server Management menu.

To add a new user to the system:

1. Atthe lower left corner of the Users tab, click Create New User.
The Add a New User dialog opens.



Add a New User

Viewer -

Authentication Source:

Internal database

2. Define login credentials for the new user by entering a username and password in the
appropriate fields. Then, re-enter the password in the Retype password field.

3. From the Permission Level dropdown list, select the relevant authorization category for the
new user.

4. From the Authentication Source dropdown list, select the relevant login authentication source.
Click Create.

The Add a New User dialog closes, and the new user is saved in the system.

Updating User Details

The Edit User dialog enables you to update one or more details of other users. (For information
about modifying your own details, refer to Updating Your Own User Details.)

To update user details:

1. From the Users tab, at the right side of the relevant row, click Edit User.

The Edit User dialog opens.



Edit User

New Permissions level:

Viewer

2. Update any of the following details, as required:

» Username: Enter the new name in the New username field.

« Password: Enter the password in the New password field. Then, re-enter it in the Retype
new password field.

» User type: Select the relevant permissions level from the New Permissions level dropdown
list.

« Auto Logout value: Specify the period of time (in minutes) after which the user's Detection
and Response Monitoring Environment session will automatically end. If you do not want to



limit the length of the session, select the No Auto Logout checkbox.

New username:
ilan

Mew password:

Retype new password:

New Permissions level-

Root

B o Auto Logout

Auto logout in | 120

3. Click Save.

The Edit User dialog closes, and changes are saved in the system.

Updating Your Own User Details

Updating the details of your own user account involves password management only. Detection and
Response does not allow you to change your own username or permissions level.

To update your own user details:

1. From the Users tab, at the right side of the relevant row, click Edit My User.
The Edit Your Account dialog opens.



Edit Your Account

Mew password:

2. Enter your new password in the New password field. Then, re-enter it in the Retype new
password field.

3. Click Save.

The Edit Your Account dialog closes, and your new password is saved in the system.

Handling Update Packages

A package is a compressed file provided by Acronis that contains updates for Detection and
Response system components (Agent, BPM, and server). It is recommended to store packages in a
dedicated folder for easy access and reference.

The Manage Packages button enables you to handle all aspects of package management,
including:

» Uploading packages to the Detection and Response system

» Viewing the current server version

» Viewing and managing lists of uploaded Agent and BPM versions

» Viewing the most recent log files retrieved from endpoints



@ SERVER INFORMATION @
Version: 3.26.12971.2445 Lice
Tirne: 8/31/2020, 8:24:14 AM £}
Open Sezsions: 1

Manage Packages

DASHBOARD ENDPOINTS USERS

[JNAME

Modify Endpoint Settings

4 RESOURCES

Modify Default Policy Disable Auto Approval

POLICIES GROUPS REPORTS PROCESSES

ENDPOINTS

Server Management

FRIORITY

Uploading Update Packages

The Update Package feature allows you to upload a selected package (Server, Agent or BPM) to the
system. When a server update package is uploaded, automatic installation of the server upgrade
begins immediately. When you upload an Agent or a BPM update package, the new Agent / BPM
versions are listed in the Current Agents and Current BPMs frames of the Manage Packages
popup. You can then assign these versions as default endpoint settings, or apply them to relevant

endpoints Groups.

To upload an update package to the system:

1. Atthe upper left side of the Detection and Response Monitoring Environment console, click

Manage Packages.

The Manage Packages popup opens.




Updoad Update Package

Curment Agents

Current BPMs

Latestupload logs

2. Atthe top of the popup, click Browse.

The Open dialog is displayed.
3. Navigate to and select the relevant update package. Then, click Open.

The Open dialog closes, and the path of the selected file appears in the Update Package field.
4., Click Upload Update Package.

A progress bar is displayed while the package is uploading. When the upload is complete, a
confirmation message appears.

Managing Agent and BPM Versions

Detection and Response maintains an inventory of all Agent and BPM versions that have been
previously uploaded. The Current Agents and Current BPMs frames display lists of the uploaded
versions and the types of machines to which these versions can be deployed (Workstations and/or
Servers). The Delete function enables you to remove versions that are no longer required.



Upload Update Package

¢ Server Version

Current Agents

Version

¢ Current EPMc

¢ Latest upload logs

To help ensure a successful update process, each version has a colored indicator icon to its left.
Green icons (as in the example above) indicate that there are no current issues with the file. Files
that are registered in the database but are not actually in the file system are indicated by a orange
Alert icon. For example:

Current BPMs

Version Targets Delete
3.12.2000.736 Windows Workstations, Windows Servers

File bprn_all_3.12.2000,736.dll is missing

The following procedure explains how to delete unnecessary Agent versions. The same procedure
can be used in the Current BPMs frame to delete unused BPM versions.

To delete Agent versions from the system:

1. At the upper left side of the Detection and Response Monitoring Environment console, click
Manage Packages.

The Manage Packages popup opens.
2. Open the Current Agents frame by selecting Current Agents.

At the right side of the frame, select the checkboxes in the rows of the Agent versions that you
want to remove.



Click Delete.

A confirmation popup opens.

4,
5. Click Yes.

All the popups close, and the selected versions are deleted from the system.

Defining License Approval Settings

As part of the Agent installation process, the Detection and Response Server needs to approve the
Agent's connection and license consumption. To enable this approval, the server must be
configured to handle license distribution.

Once the Detection and Response Server has been designated as a licensing server, you can
configure the license approval process to be automatic (by the server) or manual (by an
administrator).

Note

Disabling or enabling the server from handling license distribution affects new Detection and
Response Agents only. Agents that were connected prior to changing the licensing setting continue
to report to the server.

To configure license approval settings:

1. Atthe top of the Detection and Response Monitoring Environment console, click Server
Management.
The Server Management popup opens.

2. Atthe top of the popup, verify that the button label is Disable licensing server. (This indicates
that the server is configured to handle license distribution.)



Server Management

Dizable licensing server

Reboot server

Configure Endpoint Pinging

Configure SIEM Integration

View logs

If the button label is Enable licensing server, click it to enable the server to handle licensing.
3. Atthe top of the Detection and Response Monitoring Environment console, toggle the Auto

Approval button to set the required approval configuration:

« To support automatic license approval by the server, verify that the button label is Disable
Auto Approval.

To block automatic license approval and support manual approval, verify that the button label
is Enable Auto Approval.
Paran®¥id MAIN CONSOLE Logged in a5 sandy n

(@ SERVER INFORMATION @ 4 RESOURCES 5 ACTIVITY

Version: 3.22.12663.2336 Lice:
Time: 2/20/2020, 5:03:33 AM
Open Sessions: 2

11%/5000
ed-0

ceu

o Packages Endpaint Seftings Default Palicy Disable Auto Approval Server Mgmt @ Management Console
DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REPORTS PROCESSES
U INFECTED ENDPOINTS SEARCH o O MALICIOUS PROCESSES SEARCH jol
TIME ¥ TYPE ENDPOINT NAME INFECTIONS STATE TIME ¥ MALICIOUS PROCESS ENDPOINTS STATE STATUS

In the confirmation popup, click Yes.

Confirm

Are you sure you want to Disable the Server Auto
Approval?

Viewing User Records in the Logs Tab

Detection and Response automatically records each action performed by every user, and maintains
these records in log files. The Logs tab provides a high level summary of these actions.

The main features of the tab are described in the table below the diagram.



DASHEOARD ENDPOINTS USERS LOGS rl POLICIES GROUPS REPORTS PROCESSES
2 DATE
TIME USERNAME ACTION CATEGORY
....... F 3 LOGOUT
Delete Logs 4 5 << < 1fmz > >
Number Feature Description
1 Mode Click this icon to toggle between Auto Refresh mode (in which the log records
selector are continuously updated) and Pause mode (in which you need to manually
refresh the list). During Pause mode, the icon appears as follows:
LOGS n
I

2 Filters Provide a variety of filtering options to help you quickly find specific
information. For details, refer to Filtering the Log Records.

3 Logs grid Lists basic information about each action. You can sort the grid according to
any column. Clicking any row opens a popup displaying the data in an easy to
read format.

4 Delete Allows authorized users to remove log records that are no longer relevant. For

button details, refer to Deleting Log Records.

5 Navigation Allows you to quickly navigate to the first, previous, next or last page of a

bar multi-page Logs record.

Filtering the Log Records

The filtering options above the Logs grid enable you to search for an action or set of actions

according to a variety of criteria. The filtering options can be combined to define very specific search

criteria, as required.

DASHEDARD

ENDPOINTS USERS

USERNAME

ACTION

LOGS » POLICIES GROUPS REPORTS PROCESSES

1=}
)

CATEGORY

LOGGED IN FROM IP

DISCONNECTED FROM

WARNING: NUMBER D

LOGGED IN FROM IP

DISCONNECTED FROM

The options are:




Date filter: Filters for actions that occurred within a specified timeframe. Click the date fields to
open the date picker, and select the relevant start and end dates.

Dﬁ;TE Yy -MMM-0D J." Y -MM-DI

February 2017

Mo Tu We Th Fr Sa

1 2 3 4
B 9,10 M
15 16 17 18
22 23 24 025

Users filter: Filters for actions of a specified user.

ALL USERS

[®) ALL USERS

Warroom
admin
adi
arthur
freddy
eyal
irfam
W

IdaJ
eyalh
Sandy
testerd
sandy2
M5



Categories filter: Filters for a specific category of actions.

ALL CATEGORIES

® Al L CATEGORIES

Login

Auto approvement
Licensing server
Editing endpoints
Editing policies
Logout

Editing events
Editing users
send

Packages

Logger Conf
Server

Exporting Endpoints

Database Actions -

To filter the log records:

1. Atthe top of the Logs tab, specify the required search timeframe, and/or select the relevant user
and/or category from the lists. (Only one user and category may be selected.)

2. Click FILTER.

The CLEAR button appears next to the FILTER button, and the list of records is filtered according
to the selected criteria.

3. To clear filtering and display the complete log records, click CLEAR.

Deleting Log Records

The list of user actions displayed in the Logs tab of the Detection and Response Monitoring
Environment can quickly become lengthy and unmanageable. The Delete Logs action allows
authorized users to remove log records that are no longer relevant.



DASHBOARD ENDPOINTS USERS LOGS » POLICIES GROUPS REFPORTS PROCESSES
I
DATE:
TIME v USERNAME ACTION
2019-11-25 07:22:58 SANDY DISCONNECTED FROM IP: 84.94.217.218
2019-11-25 06:26:34 SANDY WARMING: NUMBER OF ASSIGNED DEFAULT EXCEPTIONS HAS EXCEEDED
2019-11-25 03:54:33 SAND LOGGED IN FROM IP: 84.94.217.218
20 25 04:45:44 SAND )ISCONNECTED FROM IP: 84.94.217.218
Delete Logs

When removing log records, you can choose to delete the entire list, or remove only the entries
listed on the current page of the list.

To delete log records:

At the lower left corner of the Logs tab, click Delete Logs.

The Delete Options popup opens.

Delete Options

® Removeall logs

® Remove current page

2. Select the relevant radio button, and then click Remove.

The selected log records are deleted from the list.

Managing Detection and Response from an Endpoint

When the Detection and Response Agent is deployed on an endpoint where the Icon setting is

enabled, the Detection and Response icon appears in the endpoint’s system tray.

Myotron Paranoid

_ L, 1249
redy (M= W )
- Nl D 13/03/2017

Clicking the Detection and Response icon opens a list of options that let you review detected events
and selected Agent settings, allowing you to perform local endpoint analysis.

Events History Window

About Paranoid




Viewing Events History

Selecting the Events History Window option opens the Acronis Detection and Response Events
History window. This window displays a list of events that the Detection and Response Agent
detected or prevented on the endpoint.

Nyotron Paranoid Events History B
# Priority N Slot Event Event Description B Path
3 ARBITRARY_CODE_ACTIVITY y C F 2

de Execution
m Autorun

de Execution
de Execution C: XK 5! \ PLORER EXE
de Execution EREX] ND 3 \EXPLORER EXE
de Execuion € X SWOW PLORER EXE
de Execution C: XK ™ NEXPLORER EXE

Y de Activity 3

ARBITRARY_CODE_EXECUTION Arbitrary Code Execution PPDATA\ROAMING\DUFYPY\ORHAHEXE C\WINDOWS\SYSWOWG4\EXPLORER.EXE

Important information provided by the Acronis Detection and Response Events History window
includes:

« Date & Time: Timestamp of when the event was detected/prevented.
» Event: The Protection Module impacted by the event.

* Program: The process that triggered the event.

Viewing Selected Detection and Response Settings

Selecting the About Detection and Response option opens a window that shows you information
about some Agent and server settings.

Paranoid version

Server IP

The icons below the Detection and Response logo indicate Agent mode, notification setting and
connection status:



Icon

®) E ﬁ

a

Description

Indicates current setting for popup notifications. When popups are enabled, the icon is blue.
When popups are disabled, the icon is gray.

Shows current server connection status. A connection issue is indicated by a gray icon.

Indicate current Agent mode. In Prevention mode, the icon is blue. In Detection mode, the icon is

gray.



Performing Server Administration

Server Management Operations

The Server Management button opens a popup from which you can perform various actions
related to server configuration and operation (e.g., starting and stopping the server, working with

log files, and so on).

@ SERVER INFORMATION @

Version: 2.19.9088.554
Time: 1/3/2018,12:19:33 PM ¥
Open Sessions: 2

Manage Packages

#RESOURCES & ACTIVITY

Licenses: 16/50 WR-0/2
Connected: 0

No Data

Modify Endpoint Settings Modify Default Policy Disable Auto Approval Server Management ¥ Management ConsoleMEW

DASHBOARD ENDPOINTS

USERS LOGS » POLICIES GROUPS REPORTS PROCESSES

U INFECTED ENDPQINTS SEARCH o] O MALICIOUS PROCESSES SEARCH IS
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Available actions are listed in the table below.

Action

Disable/Enable
licensing server

Reboot server

Configure
Endpoint Pinging

Configure SIEM
Integration

Configure SAML
Integration

View logs

Agent Offline
Installation

Configure
bandwidth

Description

Controls the ability of the server to handle license distribution for new Agents. For
more information, refer to Defining License Approval Settings.

Starts the Detection and Response server after a shutdown.

Controls the ability to ping endpoints, for more effective troubleshooting of offline
endpoints. For details, refer to Configuring Endpoint Pinging Capability.

Displays the configuration settings necessary for server data to be utilized by SIEM
products and services. For more information, refer to Configuring SIEM Integration.

Displays the configuration settings for integration with SAML. For more information,
refer to Configuring SAML Integration.

Allows you to view and download any log file generated by the server. For more
information, refer to Viewing and Downloading Log Files.

Enables you to create customized packages for local installation of the Agent on new
endpoints or for local upgrade of Agents on existing endpoints. For details, refer to
Handling Agent Offline Installation.

Allows you to define settings for throttled data transfer. For details, refer to Controlling
Network Usage.



Action

Storage
Management

Active Directory
Domains

Database
Management

Reset pending
operations

Description

Enables you to define settings for storage alert messages and perform cleanup actions
to create more storage space. For details, refer to Managing Server Storage.

Enables you to define Active Directory integration settings.

Allows you to management database files and perform database operations. For more
information, refer to Handling Database Files.

Resets background server operations (relevant for server upgrade troubleshooting).

Configuring Endpoint Pinging Capability

Detection and Response supports the ability to ping endpoints, so you can troubleshoot offline
endpoints effectively. The Configure Endpoint Pinging feature lets you enable and disable endpoint
pinging capability. When pinging is enabled, you can set pinging to either IP or hostname.

To configure endpoint pinging:

From the Detection and Response Monitoring Environment console, click Server Management,

and then select Configure Endpoint Pinging.

Server Management

Disable licensing server

Reboot server

Configure Endpoint Pinging

Configure SIEM Integration

View logs

Configure storage cleanup

Active Directory Domains

The Configure Endpoint Pinging dialog opens.



Configure Endpoint Pinging

Giatus: Enabled v

Ping by: IP v

Apply

2. Activate or disable endpoint pinging by selecting Enabled or Disabled from the Status
dropdown.

3. When pinging is enabled, specify the pinging method by selecting IP or Hostname from the Ping
by dropdown.

4. Click Apply.
Changes are saved in the system.

Configuring SIEM Integration

With SIEM integration, the Detection and Response solution is seamlessly incorporated into a
customer's’ existing security infrastructure. Security Operations Center (SOC) analysts are thus able
to monitor Detection and Response alerts from their familiar native SIEM systems. Detection and
Response is able to integrate with SIEM systems through either Syslog or CEF (Common Event
Format) log formats.

Specifying SIEM Integration Settings

The Configure SIEM Integration action involves defining or updating the configuration settings
necessary for Detection and Response Server data to be utilized by external SIEM services. The
settings you define should be provided or recommended by the SIEM solution that you work with.

To define or update SIEM integration settings:

1. Atthe top of the Detection and Response Monitoring Environment console, select Server
Management > Configure SIEM Integration.



Server Management

Disable licensing server

Reboot server

Configure Endpoint Pinging

Configure SIEM Integration

View logs

Agent Offline Installstion

Configure bandwidth

Storage Management

Active Directory Domains

Detabase Management

Reset pending operations

Shutdcwn server

The SIEM Integration Configuration popup opens.
From the Protocol dropdown, choose the desired protocol (UDP or TLS). Then, enter the
relevant IP and port in the appropriate fields.



The UDP port is 514. The TLS port is 6514.

SIEM Integration Configuration 4

IP/FQDN [t72.21.85.50

Port 514

Protocol
] Enforce Server Authentication

Import Certfificate

CEF w

Loggers:

» Event
e Event Resolution
B  Potential Process Interruption Events
B Additional Forensic Info

¥ PME

If you selected the TLS protocol and you want to enforce server authentication before
communication is allowed, select the checkbox, click Choose file and navigate to the relevant
certificate. You can verify your settings by clicking Test Connection.

SIEM Integration Configuration x

IF/FADN 172.21.85.50

Port 6514
Protocol

Enforce Server Authentication

Import Certificate =~ Choosefile

Test Connection

Status

Format CEF ¥
3.

4. From the Status dropdown list, select Enabled or Disabled.



Generally the status should be Enabled, unless recommended otherwise by your SIEM
organization.

5. From the Format dropdown list, select CEF or Syslog.

6. Inthe Loggers section, select or clear the checkboxes, as required. A selected checkbox indicates
that the relevant logger is available to the SIEM service.

The following loggers are available:

» Event: Contains data about security incidents that are listed as Major Security Events in the
Dashboard.

The following additional event-related loggers are available when the Event logger is selected:

o Event Resolution: Lists security incidents that have been solved or deleted through
administrative actions in the Detection and Response Monitoring Environment.

o Potential Process Interruption Events: Lists security incidents that were prevented,
automatically solved and whitelisted by the Server through creation of an internal
Exception.

This logger is not displayed by default. Please contact Acronis Support for more
information.

o Additional Forensic Info: Includes data about all security incidents (according to the All
Security Events filter in the Dashboard.).

This logger is not displayed by default. Please contact Acronis Support for more
information.

« Detection and Response Monitoring Environment: Contains data about administrative
actions taken in the Detection and Response Monitoring Environment, such as changes in
Exceptions, Groups, Agent/BPM versions and more.

7. Click Apply.
The popup closes, and your updates are saved in the system.

Understanding Events Log Information

The table below lists the fields contained in a CEF Events log. The presence and/or value of some of
these fields can vary, depending on the configuration of your environment and the loggers that you
make available to the SIEM service.

An example of a field value for each logger type is shown in the last 4 columns of the table. The
word same indicates that the value would be the same as the Event logger example.

Field Description Event example Additio Potential Event
Name / Notes nal Process Resolut
Forensi Interrup ion
c Info tion
Prefix1 CEF format CEF:.0 same same same
version
Prefix2 Device Acronis same same same

vendor



Field
Name

Prefix3

Prefix4

Prefix5

Prefix6

Prefix7

cs1lab
el

csl

cs2Llab
el

cs2

extern
alld

act

Description
/ Notes

Device
product

Device
version

Signature ID
(indicates
the log type)

Event's
Protection
Module /
category

Event's
priority

cs1 field
description

Endpoint's
Agent
version

cs2 field
description

Endpoint's
BPM version

Event ID
(used for
drill down in
the
Detection
and
Response
Monitoring
Environmen
t)

Action taken

Event example

Detection and Response

3.16.11277.1618

Events

DATA_CORRUPTION

3;4;5

Endpoint's Agent Version

2.18.11816.0

Endpoint's BPM Version

2.18.592.0

16815673

Prevented; Warning; Detected

Additio Potential

nal

Forensi

c Info

same

same

same

Ssame

same

Ssame

same

same

same

same

Ssame

Process
Interrup
tion

same

same

same

same

same

same

same

same

same

Prevente
d-
Automati
cally
Whitelist

Event
Resolut
ion

same

same

same

same

N/A

N/A

N/A

N/A

same

Solved;
Deleted



Field
Name

cs3Lab
el

cs3

msg

dvc

shost

suser

dst

dpt

filePath

fileHas

Description
/ Notes

cs3 field
description

Event type

Short
description
of event

Detection
and
Response
Server IP
address

Source
hostname

Source
username

Source host
address

Destination
host address
(relevant for
ABNORMAL_
COMMUNIC
ATION
events only)

Destination
port
(relevant for
ABNORMAL_
COMMUNIC
ATION
events only)

Caller file
path

Caller MD5

Event example

Event Type

File Deletion

Sensitive data corruption attempt

127.0.0.1

W10-PRDO1

john

26.75.120.157

103.69.123.252

8080

C:\\Windows\\System32\\Malware.exe

4e42ee99089042704361cdff7e2057dd

Additio Potential

Process

Interrup
tion

nal
Forensi
c Info

Ssame

same

same

same

same

same

same

Ssame

Ssame

Ssame

same

ed

same

same

same

same

same

same

same

same

same

same

same

Event

Resolut

ion

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A



Field
Name

dproc

fsize

cs4lab
el

cs4

c¢s5Lab
el

cs5

csblab
el

cs6

cs7Lab
el

cs7

cs8Lab
el

Description
/ Notes

Callee file
path (not
relevant for
ABNORMAL_
COMMUNIC
ATION
events)

Caller file
size (in
bytes)

cs4 field
description

Caller
command
line

cs5 field
description

Caller
external
reputation
(malware
status)

cs6 field
description

Company or
organization
that digitally
signed the
caller
process

cs7 field
description

Path of the
parent
process

cs8 field
description

Event example

C:\\Windows\\SysWwOW64\\WindowsPowerShell
\\v1.0\\powershell.exe

430592

Command Line

nslookup google.com

Malware Status

Malware; Not a Malware

callerPublisher

Microsoft Windows

parentName

C:\\Windows\\System32\\cmd.exe

parentPublisher

Additio Potential

nal
Forensi
c Info

same

same

same

same

same

same

same

same

same

same

same

Process
Interrup
tion

same

same

same

same

same

same

same

same

same

same

same

Event
Resolut
ion

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A



Field Description Event example Additio Potential Event

Name / Notes nal Process Resolut
Forensi Interrup ion
c Info tion
cs8 Company or  Microsoft Windows same same N/A
organization
that digitally
signed the
parent
process
cs9Lab  cs9 field parentMD5 same same N/A
el description
cs9 MD5 FAF684066175B77E0C3A000549D2922C same same N/A
identifier of
the parent
c¢s10La  ¢s10 field Detail Level same same N/A
bel description
cs10 Level of Major Forensic Info Additio  Major N/A
detail nal Forensic
contained in Forensi Info
the log c Info
c¢s11la  ¢s11 field OS Type same same N/A

bel** description

cs11 Operating Win10 same same N/A
system(s) of
affected
machines

** The cs11 field is not displayed by default. Please contact Acronis Support for more information.

The following example shows the syntax of an entry in an Events Log with Additional Forensic Info
and OS Type:

CEF:0|Acronis|Detection and Response|3.24.12701.2360 | Events | ABNORMAL_NETWORK_
ACTIVITY | 5| cs1Label=Agent Version ¢s1=3.12.100.18479 cs2Label=BPM Version ¢s2=3.12.2000.1518
externalld=21096163 act=Prevented msg=Abnormal Network activity attempt. dvc=172.21.2.39
shost=John-PC suser=Administrator src=172.21.2.22 dst=172.21.1.65 dpt=53
filePath=C:\\Windows\\System32\\nslookup.exe fileHash=873B6A4568378AE00123DB99B8AB3857
dproc= fsize=86528 cs4Label=Command Line cs4=nslookup google.com cs5Label=Malware Status
cs5=Not a Malware cs6Label=callerPublisher cs6=Microsoft Windows cs7Label=parentName
cs7=C:\\Windows\\System32\\cmd.exe cs8Label=parentPublisher cs8=Microsoft Windows
cs9Label=parentMD5 cs9=D7AB69FAD18D4A643D84A271DFCODBDF cs10Label=Detail Level
cs10=Additional Forensic Info cs11Label=0S Type cs11=Win10



The following example shows the syntax of an entry for a Potential Process Interruption event:

CEF:0|Acronis | Detection and Response|3.24.12701.2360 | Events | ABNORMAL_NETWORK_

ACTIVITY | 7| cs1Label=Agent Version ¢s1=3.12.100.18479 cs2Label=BPM Version ¢s2=3.12.2000.1518
externalld=21096163 act=Prevented - Automatically Whitelisted msg=Abnormal Network activity
attempt. dvc=172.21.2.39 shost=John-PC suser=Administrator src=172.21.2.22 dst=172.21.1.65
dpt=53 filePath=C:\\Windows\\System32\\nslookup.exe
fileHash=873B6A4568378AE00123DB99B8AB3857 dproc= fsize=86528 cs4Label=Command Line
cs4=nslookup google.com cs5Label=Malware Status cs5=Not a Malware cs6Label=callerPublisher
cs6=Microsoft Windows cs7Label=parentName cs7=C:\\Windows\\System32\\cmd.exe
cs8Label=parentPublisher cs8=Microsoft Windows cs9Label=parentMD5
cs9=D7AB69FAD18D4A643D84A271DFCODBDF cs10Label=Detail Level cs10=Major Forensic Info

The following example shows the syntax of an entry for an Event Resolution event:

CEF:0|Acronis | Detection and Response|3.24.12701.2360 | Events | DATA_
CORRUPTION| 7 | externalld=15447 act=Solved

Understanding the Identified Threats Report

The Identified Threats reports is a weekly report listing all detected processes that are recognized as
malware but have not yet generated any suspicious activity in your environment (dormant
processes). Since these processes produced no security incidents, they will NOT appear in the
Detection and Response Management Console Dashboard or in the Detection and Response
Management Console Security Center. The Identified Threats reports is designed to raise awareness
and help you manage potential security threats in your organization.

The table below lists the fields contained in an Identified Threats report.

Field Descripti Example
Name on/
Notes

Prefix1  CEF CEF:0

format

version
Prefix2  Device Acronis

vendor
Prefix3  Device Detection and Response

product

Prefix4 Device 3.22.12723.2336
version

Prefix5 Signature Events
ID
(indicates
the log



Field
Name

Prefix6

Prefix7

act

filePath

fileHas

h

cs5Lab

el

cs5

csblLab

el

cs6

msg

Descripti
on/
Notes

type)

Event's
Protection
Module /
category

Event's
priority

Action
taken

Caller file
path

Caller
MD5

cs5 field
descriptio
n

Reputatio
nin
VirusTotal

cs6 field
descriptio
n

Date on
which the
process
was most
recently
detected

Short
descriptio
n of the
event

Example

IDENTIFIED THREAT

Identified

C:\\Users\\SOLDCW223\\AppData\\Roaming\\ShopAtHome\\ShopAtHomeHelper\\S
hopAtHomeWatcher.exe

764FAEB61B0645882EE394ABAD4817EA

Malware Status

Malware

Last Appearance

2020-01-26 16:33:00

The process is considered malware and was identified in the environment over the
last week

The following example shows the syntax of an entry in an Identified Threats report:

Feb 24 06:42:33 host CEF:0|Acronis | Paranoid |3.22.12723.2336 | Events | IDENTIFIED THREAT | 5|
act=Identified filePath=C:\\4e0b892b-bf55-4a5d-b9%e2-54ecd3ca5f6c.exe
fileHash=777E57F813C6CD5E85C20DD1FCE25B18 cs5Label=Malware Status cs5=Malware



csbLabel="Last Appearance" cs6=2020-02-22 23:30:00 msg=The process is considered malware and

was identified in the environment over the last week

Understanding Detection and Response Monitoring Environment

Log Information

The table below lists the fields contained in a CEF Detection and Response Monitoring Environment

log.
Field Description / Notes Example
Name

Prefix1 CEF format version CEF:0

Prefix2 Device vendor Acronis

Prefix3 Device product Detection and Response

Prefix4 Device version 3.16.11277.1618; 3.14.10275.1224

Prefix5 Signature ID (indicates the log Detection and Response Monitoring Environment

type)

Prefix6 Name INFO

Prefix7 Severity 0

dvc Detection and Response Server [P 127.0.0.1

address

src Source host address 26.75.120.157

shost Source hostname Not relevant to Detection and Response Monitoring
Environment logs

spt Source port Not relevant to Detection and Response Monitoring
Environment logs

suser Source username Not relevant to Detection and Response Monitoring
Environment logs

msg Content of the message See the sample msg in the entry below

The following example shows the syntax of an entry in a Detection and Response Monitoring

Environment Log:

Jun 26 18:03:39 host CEF:0| Acronis|Paranoid |2015.08.001.05 | Detection and Response Monitoring
Environment|INFO |0 |dvc=172.21.0.122 src= shost= spt= suser= msg=Added a new policy: CCA_
Explorer_DC_150418 username\=john action_category\=Editing policies \| 2019-06-26 18:03:39



Configuring SAML Integration

SAML integration within Detection and Response enables you to pass authorization credentials to
service providers for logging in to Detection and Response. This ensures users can log in to
Detection and Response using SSO, rather than use separate login credentials.

SAML integration also enables you to manage users locally as you would using Active Directory or
similar directory services; you can also apply permissions to users, according to the parameters
defined in the configuration process described below.

To configure SAML integration

1. To get started with SAML integration, the SAML integration feature must first be enabled; contact
Detection and Response support to enable this feature.

2. Login to Detection and Response. At the top of the Detection and Response Monitoring
Environment console, select Server Management > Configure SAML Integration. The SAML
Integration Configuration dialog is displayed.

SAML Integration Configuration X

IDP Settings:

Select the IdP metdata file to import, or manually add/edit the below parameters.

Upload IdP Metadata File: Choose file

Manually Add/Edit Settings-

Entity ID

Single Sign-on Service URL

Legout URL

IdP x509 Certificate
Attribure Name Permission_Level

Permission Level Mapping:
Roat ENT_D_Paranoid_Admin
Admin ENT_D_Paranoid_Root

Vigwer ENT_D_Paranoid_Viewer

Advanced Configuration:

The selected configuration is not secured enough
Uze Request ID
Sign Request

Sign Response

Expori SP Metadata File:  Export

Note
If the Configure SAML Integration menu option is not displayed, contact Detection and

Response support.




3. Click Export to export the metadata.xml file. This file, which includes details and values from
the Detection and Response Monitoring Environment console, should be sent to your
organization's IT department.

Your IT department also needs to configure and export an SSO XML file, which includes the
following local client parameters which Detection and Response needs for the authentication
(handshake) process:

« Entity ID

 Single Sign-on Service URL

* Logout URL

e |dP x509 certificate

» Attribute name: Permission_Level

Note that the login process through SSO sends the details of the user who successfully logs in to
Detection and Response. These details include the user name and permissions in the IdP.
However, because the permissions in the IdP system are different from the permissions in the
Detection and Response system, the user permissions in the two systems should be mapped.
To perform the mapping, your IT department must define the attribute name of the permissions
level as “Permission_Level"; the additional user permissions that come from the IdP are then
mapped to the Detection and Response system permissions.

Note that the following three permission levels should be defined and mapped in Detection and
Response.

» “ENT_D_Paranoid_Root" must be mapped to “Root”

e “ENT_D_Paranoid_Admin” must be mapped to “Admin”

» “ENT_D_Paranoid_Viewer" must be mapped to “Viewer”

After receiving the updated metadata.xml file from your IT team, continue with the
configuration, as described in the following steps.

4. Click Choose file to import the XML file that your IT department created. After the import has
completed, click Apply.

Ensure that the Entity ID, Single Sign-on Service URL, Logout URL, and Attribute Name fields
are automatically filled. Note that you can also edit the fields manually, if required. The IdP x509
certificate should be provided in the XML file from your IT department, but can be uploaded
manually (click Import file to upload the certificate).

5. Inthe Permission Level Mapping section, verify that the Root, Admin, and Viewer fields are
automatically filled with the correct values:

* Root: ENT_D_Paranoid_Root

* Admin: ENT_D_Paranoid_Admin

* Viewer: ENT_D_Paranoid_Viewer

6. Inthe Advanced Configuration section, select from any of the following:

» Use Request ID: Select this option to enable the service provider to request the IdP to initiate
authentication on its behalf via AuthnRequest.

+ Sign Request: Select this option to validate the uploaded x509 certificate when verifying a
request.



» Sign Response: Select this option to validate the uploaded x509 certificate when verifying a
response.

7. Click Apply.
8. To verify the SAML configuration, perform the following steps:

a. Log out of the Detection and Response Monitoring Environment console. You are
immediately redirected to your client authentication page (according to the Logout URL
defined in Step 3).

b. Login as an SSO user.

If the log in is successful, you are redirected to the Detection and Response Monitoring
Environment console as an SSO user.

Note

If there is an issue with the SSO client authentication, you can still access the Detection and
Response Monitoring Environment console as a regular Detection and Response user. To do
this, suffix ?skip_sso to the client authentication page URL, as in the following example:
https://hostname/?skip_sso

If you connect as a regular Detection and Response user, we recommend you do not create
additional users in Detection and Response beside your own.

Viewing and Downloading Log Files

The Detection and Response Monitoring Environment supports retrieval of any log file generated by
the server, so you can view its contents, or download it and send the file to the Acronis Support

team. To view a list of log files, click Server Management and select View logs.

Server Management

Dizable licensing server

Reboot server

Configure Endpoint Pinging

Configure SIEM Integration

View logs

Agent Offline Installation

Configure bandwidth

Storege Management

Active Directory Domains

Database Management

Resst pending operations

Shutdown server




The Server Loggers View dialog opens. From this dialog, you may view/download an individual log
file, or download the entire collection of log files (by clicking Download All).

Retrieving a Single Log File

The upper portion of the Server Loggers View dialog allows you to view or download a specific
selected log file. For convenience, the log files are organized in groups, according to type (Event logs,
Activity logs, etc.) and are named according to date. You may view or download only one file at a
time.

To view a log file, open the relevant Logs list, select the required file, and then click View.

The content of the selected log file is displayed in a popup window.

= 2017.02.02-03.log

2017-02-02711:14:08.3327
HNT-02-02T11:14:04. 3397
2017-02-02T11:14:08.3327
2017-02-02T11:14:04. 3327
2017-02-02T11:14-06.3327
217-02-02T11:14:04.3327
AN T7-A02-02T11:14:04.3327
A017-02-02711:14:08.3322
2017-02-02T11:14.04, 3397
2017-02-02T11:14:04.3327
2017-02-02T11:14:04. 8687

172.21.21.70 ParanoidServer
172.21.21.70 ParanoidServer
17221 .21.70 ParancidServer
172.21.21.70 ParancidServer
172.21.21.70 ParanoidServer
172.21.21.70 ParanoidServer
172.21.21.70 ParancidServer
172.21.21.70 ParancidServer
172.21.21.70 ParancidServer
172.21.21.70 ParancidServer
172.21.21.70 ParanoidServer

01851440
01851460
0.185166.0
0.185146.0
0.185166.0
01851460
0.18.5146.0
0.18.5166.0
01851460
01851460
01851456.0

Server changed logger configuration: protocol=17 type=2 part=514 ipAddr=172.21.1.106
Events changed logger configuration: protocol=17 type=2 port=514 ipAddr=172.21.1.106
Events changed logger status to Enabled

Licenses changed logger configuration: protocol=17 type=2 port=514 ipAddr=172.21.1.104
Agent changed logger configuration: protocol=17 type=2 port=514 ipAddr=172. 106
PME changed logger configuration: protocol=17 type=2 port=514 ipAddr=172.21.1.106
DSR changed logger configuration: protocol=17 type=2 port=514 ipAddr=172.21.1.104

DB changed logger configuration: protocal=17 type=2 port=514 ipAddr=172.21.1.106
Nyatron Paranoidftrm] Server .18 started, Version 0.18.5166.0

Paranoid Server version: 0.18.5156.0 initialized.

Paranaid Server started on port 9000

Showing 12,112 Uincs. I Reverse order of ines. | IREKTITETNTTTR ver- ISR

» To download a log file, open the relevant Logs list, select the required file, and then click
Download.

The selected log file is exported to your Downloads folder.

Handling Agent Offline Installation

Under certain circumstances, such as heavy network congestion, it may be preferable to install the
Agent locally rather than download an update package to endpoints from the server. Detection and
Response's Agent Offline Installation feature enables you to create customized packages for local
installation of the Agent on new endpoints or for local upgrade of Agents on existing endpoints.

An offline installation package always contains an Agent version. The following components may
also be added to the package:



* BPM version
« List of Exceptions in the Default Policy Set

To avoid the need for additional configuration following installation, it is recommended to include
these components when creating offline installation packages. When a package contains all relevant
BPM versions and default policies, the Agent can begin working in the correct configuration
immediately upon installation.

Agent Version Considerations

When you prepare an offline installation package, it is important to make sure that the Agent
version in the package (desired target version) and the version assigned in the Group settings for
the target endpoints are the same. If the package contains Agent version A, for example, and the
Group that the Agent will be assigned to contains Agent version B, the offline installation will install
version A. However, the server will then immediately update the Agent to version B (unless Update
settings are disabled).

Note
For details about assigning Agent versions and update settings for Groups, refer to Configuring
Settings for Groups.

When performing offline installation, to avoid version conflicts and successfully maintain the desired
Agent version in the target endpoints, the following sequence is recommended as best practice:

1. Decide which Agent version you want to install on the target endpoints.

2. Inthe Endpoints Group dialog of the relevant Group(s), set the Updates setting to Disabled.
Then, change the Group's assigned Agent version to the version that will be contained in
the offline installation package.

3. Create the offline installation package (see procedure below).

4. Install the Agent on the endpoint(s), using the offline installation package.
Following installation, go back to the Endpoints Group dialog and set the Updates setting to
Enabled.

To perform Agent offline installation or upgrade:

1. From the Detection and Response Monitoring Environment console, click Server Management
and select Agent Offline Installation.
The Download Endpoint Installation/Upgrade Package dialog opens.



Download Endpoint Installation / Upgrade Package
Please select package settings

Windows Workstations

Windows Servers

BPM
W BPM Version.

B Policy [Default]

At the top of the dialog, select Windows Workstations or Windows Servers. Then, select the
required Agent version from the Agent Version list.

Download Endpoint Installation f Upgrade Package

Please select package settings

| Windows Workstations | Windows Workstations

Windows Servers Agent o
Version: Qe

None

BPM 2.18.14722.0
W BPM Version: 2.18.16735.0

_ 2.18.16909.0
M Policy [Default] 2.18.18092.0

2.13.13676.0

3.12.100.18879

Docwmniload

3. Toinclude a BPM version in the package, select the BPM checkbox. Then, select the required
version from the BPM Version list.

4. To include the Default Policy Set in the package, select the Policy (Default) checkbox.

5. Click Download.
The offline installation package is created and stored in your Downloads folder.



To complete the installation or upgrade, extract the installation package on the endpoint, and
run the appropriate batch file: install_agent.bat or upgrade_agent.bat

" Local Disk
%] bpm.dll 756,564 736,564 Application extens... &/7/2017 11:12
%] bpmg.dll 32,436 32,436 Application extens... &/7/2017 11:12
=] bpmp.dll 9,184 5184 Application extens..,  &/7/2017 11:12
[ install_agent.bat 17 117 Windows Batch File  6/7/2017 11:12
| server.conf.ok 17 17 OKFile B/7/2007 11312
[#5| update_win7_x86_0.18.5670.1.exe 15,019,624 15,018,624 Application B/7/2017 11:12
[Z]upgrade_agent.bat 126 126 Windows Batch File  &/7/2017 11:12

Managing Server Storage

The Server Storage Management dialog displays information about occupied storage space, and
provides various options related to managing stored data and configuring storage alert settings. To
open this dialog from the Detection and Response Monitoring Environment console, click Server
Management and then select Storage Management.

Server Storage Management

Disk 0 [0/5)-
Dick 1 [Paranoid):

u
B Delete Automatic Database Backups 0.00% 1.07%

Delete Unused Agent And Bpm e ;
L Packages 0.00% 0.22%

B Delete Uploaded Database Backups [.00% 0.77%

- DiskD - ..
B Action e Disk 1 Usage

B Delete Apache Logs

B Delete Current Operating System Logs
B Delete Oid Operating System Logs

B Delete Package Cache

B Delete Temporary Files

B Delete Uploaded Agent Logs

B Delete Uploaded Extracted Agent Logs
Total Selected: 0.00%

Remind me in 30 Minutes lgnore Configure

When the data in storage begins approaching maximum capacity, the dialog opens automatically to
prompt users to perform a storage cleanup operation. Users can then select one of the following
actions (at the bottom of the dialog):




* Run Storage Cleanup: Clears data from storage. For more information, refer to Performing
Server Cleanup.

* Remind Me in <x> Minutes: Closes the popup and opens it again after a defined, configurable
period of time. For details about setting the time period, refer to Configuring Cleanup Alert
Settings (below).

 Ignore: Closes the dialog and does not re-open it.

» Configure: Opens another dialog that allows you to modify the cleanup alert settings. For more
information, refer to Configuring Cleanup Alert Settings (below).

Configuring Cleanup Alert Settings

When data in storage begins approaching maximum capacity, the Server Storage Management
dialog opens to alert users to the situation and prompt them to perform a cleanup operation. The
following settings that trigger this cleanup alert are configurable:

» The percentage of consumed storage capacity that triggers the alert. The default value is 85%.

» The time interval after which the dialog opens again after a user clicks the Remind me button.
The default value is 30 minutes.

To configure cleanup alert settings:

At the bottom of the Server Storage Management dialog, click Configure.

The Storage Cleanup Configuration dialog opens.

Storage Cleanup Configuration

Alert when server storage reac hes EE|

"Remind me” delays for 30

1.
2. Update the values as required.
3. Select one of the following options:
* Run Cleanup: Re-opens the Server Storage Management dialog without saving the new
settings.

» Save: Saves your changes and re-opens the Server Storage Management dialog.

Performing Server Cleanup

The server cleanup operation involves selecting the files to clear from storage, and then running the
cleanup.

To perform storage cleanup:



1.
2.

At the top of the Detection and Response Monitoring Environment console, select Server
Management > Storage Management.

The Server Storage Management dialog opens. The bars at the top of the dialog indicate the
percentage of occupied storage space for the operating system (Disk 0) and for Detection and
Response (Disk 1).

Server Storage Management

Disk 0 [0/S)-
Disk 1 [Paranoid]-

u
B Delete Automatic Database Backups 0.00% 1.07%

Delete Unuced Agent And Bpm R ;
n Packages J.00%% 0.22%

B Deleie Uploaded Database Backups 0.00% 0.7T%

4 Disk 0 - oy
B Action cage Disk 1 Usage

B Delete Apache Logs

B Delete Current Operating System Logs
B Delete Old Operating System Logs
B Delete Package Cache
B Delete Temporary Files
B Delete Uploaded Agent Logs 0.0 KE
B Delete Uploaded Extracted Agent Logs 0.0 KB
Total Selected: 0.0 KB 0.00%

Remind me in 30 Minutes lgmore Configure

In the Action column, select the checkboxes of the items that you want to delete from storage.
Clicking the checkbox next to the word Action automatically selects all the checkboxes.



As you make your selections, the amount of storage that will be freed is indicated on the bars in
green. In addition, the sums of your selections are displayed below the list of actions.

Server Storage Management

Disk 0 [0/S)-
Disk 1 [Paranoid)-

| Disk 0 - o
B Action Usage Disk 1 Usage

Delete Automatic Database Backups 0.00% 1.07%

Delete Unused Agent And BEpm gy ;
. Packagec 0.00% 0.22%

Delete Uploaded Database Backups 0_00% 0.77%
B Delete Apache Logs
Delete Current Operating System Logs
B Delete Oid Operating System Logs
B Delete Package Cache
Delete Temporary Files
B Delete Uploaded Agent Logs 0.0 KB
B Delete Uploaded Extracted Agent Logs 0.0 KB
Total Selected- J70MB 3Nk

Run Storage Cleanup Remind me in 30 Minutes lgnore Configure

At the bottom of the dialog, click Run Storage Cleanup.

When cleanup is complete, a confirmation message is displayed.

Server Storage Management

Achon
Delele Temporary Fies

3.
4. Select one of the following options:
» Configure: Allows you to modify the cleanup alert settings.

 Close: Exits storage cleanup.



Handling Database Files

Detection and Response helps ensure adequate protection and backup of data by automatically
creating a copy of the database every 24 hours. The five latest database files are kept accessible for
administrative use, in case you need to perform exports, rollbacks, and so on. In addition, the
Detection and Response Monitoring Environment lets you maintain optimal control of data by
making extra backups, importing backups from other environments, and more.

All database management operations are performed from the Database Management dialog. To
open the dialog from the Detection and Response Monitoring Environment console, click Server
Management and select Database Management.

Database Management

Name Date

auto-20170614-062503 2017-06-14 06:25
auto-20170613-062502 2017-06-13 06:25
auto-20170612-062503 2017-06-1206-25
auto-20170611-062503 2017-06-1106:25

auto-20170610-062503 2017-06-10 06:25

uploaded_Nyotron_20170326-062502_ver_0_20_5829_0 2017-04-24 13:52

24APRLBEFOREUPLOAD 2 2017-04-24 13:47

Upload Reset Database Backup Mow Refresh List View Last Action Get Masquarade DB

The following sections explain how to:

* Manage the database list by uploading new files, deleting unnecessary files, and keeping the list
up to date

¢ Perform database backups

» Clear the database using the Reset Database action

e View database logs

Managing the Database List

The following actions help keep the list of database files meaningful and current:



Database Management

Name Date

auto-20170621-062502 2017-06-21 06:25
auto-20170620-062502 2017-06-20 06:25
auto-20170619-062502 2017-06-19 06:25
auto-20170618-062503 2017-06-18 06:25

auto-20170617-062502 2017-06-17 D6-25

uploaded_Nyotron_20170326-062502_ver_0_20_5829_0 2017-04-24 13-52

24APRLBEFOREUPLOAD : 2017-046-24 13:47
Download

Restore

Rename

Upload Reset Database Backup Mow Refresh List View Last Action Get Masquarade DB

Upload: Enables you to add a database file to the list.

» Restore: Overwrites the database content currently displayed with the content of another
database file.

Refresh List: Updates the database list with the latest information from the server. This action is
relevant when there have been backend server changes done by Acronis Support.

Delete: Removes a database file from the list.

* Rename: Enables you to update the name of a database file with a more relevant or friendly
name.

To upload a database file:

At the lower left corner of the Database Management dialog, click Upload.

The Upload Database dialog opens.

2. Click Browse to access the Open dialog. Navigate to and select the relevant database file, and
then click Open.

The name of the selected file appears in the field in the Upload Database dialog.
3. Click Upload.
A progress bar is displayed while the file uploads.



4. When the upload is complete, click Close.
The uploaded file is added to the list of backup files on the Database Management dialog.

To restore the Detection and Response Monitoring Environment with a backup database file:

From the Database Management dialog, in the row of the database file that you want to use for
the rollback, click Actions and then select Restore.

A confirmation popup opens.

Confirm

1.
2. Click Yes.

The Detection and Response Monitoring Environment database content is overwritten with the
content of the selected database backup file.

Note

Backup database files do not include various binary files related to Agent/BPM versions. (These
files are stored on the server.) Therefore, version lists will appear after you restore the DB, but if
the files they point to are not on the server, you will not be able to successfully assign
Agent/BPM versions or perform other versioning operations.

To rename a database file:

From the Database Management dialog, in the row of the file that you want to rename, click
Actions and then select Rename.

The Rename Backup dialog opens.

Rename Backup ®

Please enter a new name for the database backup:

auto-20170617-062 5[]2|

1.

2. Enter a new name in the field, and then click Submit. The name you enter must 2-32
alphanumeric characters. (Special characters are not supported.)

The new name appears in the list on the Database Management dialog.



Performing Database Backup
The following actions allow you to generate additional backup files:

« Backup Now: Creates a file containing the current database content.
» Download: Saves a selected database file in your Downloads folder.

Get Masquarade DB: Creates a file containing the current database content, with sensitive data
masked.

Database Management

Name Date

auto-20170627-062502 2017-06-27 06-25
auto-20170626-062503 2017-06-26 06:25
auto-20170625-062503 2017-06-25 06:25
auto-20170624-062502 2017-06-24 06-25

auto-20170623-062502 2017-06-23 06:25

uploaded_Myotron_20170326-062502_ver_0_20_5829_0 2017-04-24 15:52

24APRLBEFOREUPLOAD : 2017-04-24 15:47

Download

Restore

Rename

Upload Reset Database Backup Now Refresh List View Last Action Get Masquarade DB

The Backup Now and Get Masquarade DB actions create a new database file that is added to the list
of files displayed on the Database Management dialog. You can then download the file and
perform any other necessary actions on it.

To create a backup of the database:

1. Atthe bottom of the Database Management dialog, click Backup Now or Get Masquarade
DB.
The New Backup Name or the Masquarade Backup popup opens, prompting you to enter a
name for the file.



MNew Backup Name

Please enter a name for the database backup

Enter a name for the backup file, and then click Submit.

The backup process begins. During the backup, all action buttons are disabled. The progress of
the backup is displayed in the relevant action button.

When the backup is complete, the action buttons are enabled and the new backup file is listed

on the Database Management page.

Clearing the Database

The Reset Database action clears the server's database content.

Caution

As the Reset Database action leads to loss of data, it is recommended that you use it with extreme

caution.

To clear the database:

Database Management

Name

masquarade_test
uploaded_24APRLBEFOREUPLOAD
auto-20170823-062503
auto-20170821-062503
auto-20170820-062503

auto-20170819-062504

uploaded_BH_FINAL

uploaded_Nyotron_100717_2_0_6589_0_NOPDE

Uplead Reset Database Backup Now

Refresh List

View Last Action

At the bottom of the Database Management dialog, click Reset Database.

Get Masquarade DB

Date
2017-08-23 11:38

2017-08-23 11:3

2017-08-23 06:25
2017-08-21 06:25
2017-08-20 06:25
2017-08-19 06:25
2017-07-23 19:47

2017-07-10 18:39

Close

Actions ¥

Actions ¥

Actions ¥

Actions ¥

Actions ¥

Actions ¥

Actions ¥

Agtions ¥




A confirmation popup opens.

Confirm

2. Click Yes.

Server database content is cleared.

Viewing Database Logs

Clicking the View Last Action button (at the bottom of the Database Management dialog) opens
the Last Database Actions dialog. This dialog provides a log record of recent actions related to
database management.

Last Database Actions

db_ops main

Restore backup auto-20170607-062502

Stop services...

Stopping Nyotron Paranoid server: paranoidsrv ..
Starting mysql [via systemctll: mysql.service.
Checking if update is needed.

Checking server version.

Running queries to upgrade MyS0OL server.
Checking system database.
mysqgl.columns_priv 0K
mysgldb 0K
mysgl.engine_cost 0K
mysqglevent OK
mysqglfunc OK
mysql.general_log OK
mysqglgtid_executed 0K
mysglLhelp_category oK
mysglLhelp_keyword 0K
mysglLhelp_relation 0K
mysglLhelp_topic OK
mysglLinnodb_index_stats 0K
mysglLinnodb_table_stats oK
mysglndb_binlog_index 0K
mysqlplugin 0K
mysqglproc OK
mysqglprocs_priv OK
mysqglproxies_priv 0K
mysgl.server_cost oK
mvsal servers 0K

Showing 134 of 13¢ Lines. M Reverse order of lines [ FETACRUICITERA i [

The filtering option enables you to search for relevant lines in the log according to keyword. The
lines are automatically filtered according to the term entered in the Filter field. For example:



Last Database Actions

Starting mysql [via systemctl): mysql.service.
Running queries to upgrade MySOL server.
mysqgl.columns_priv 0K
mysqgldb 0K

mysql engine_cost OK
mysqglevent OK
mysqgl.func 0K
mysqlgeneral_log oK
mysqlgtid_executed 0K
mysqlhelp_category 0K
mysqglLhelp_keyword 0K
mysqglhelp_relation OK
mysqglLhelp_topic OK
mysqlinnodb_index_stats 0K
mysqLinnodb_table_stats OK
mysqglndb_binlog_index OK
mysqlplugin OK
mysql.proc OK
mysql.procs_priv 0K
mysql proxies_priv 0K
mysqgl.server_cost oK
mysqglservers OK
mysqlslave_master_info 0K
mysql slave_relay_log_info 0K
mysql.slave_worker_info 0K
mysql.slow_log OK
mysql.tables_priv OK
mysql.time_zone oK
mvsaltime zone lean second

Showing 33 of 134 Lines. M Reverse order of tines [N UAIRd it B
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